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Chapter 1

Introduction

Our aim in this thesis is to compute the torsors for some types of finite group schemes. A group scheme is a group object in the category of schemes, which is a generalization of an algebraic group. Computing its torsor can be regarded as solving the inverse Galois problem for group schemes.

Classically, one of the solutions for computing torsors is given by Kummer in the following way:

Let $n$ be an integer greater than one, let $k$ be a field with $\text{ch } k \neq n$, and suppose that $k$ contains a primitive $n$-th root of unity. Under the flat topology, the short exact sequence

\[ 1 \rightarrow \mu_{n,k} \rightarrow \mathbb{G}_{m,k} \xrightarrow{\theta_n} \mathbb{G}_{m,k} \rightarrow 1, \]

induces the long exact sequence

\[ 1 \rightarrow H^0(X, \mu_{n,k}) \rightarrow H^0(X, \mathbb{G}_{m,k}) \xrightarrow{\theta_n} H^0(X, \mathbb{G}_{m,k}) \]

\[ \xrightarrow{\partial} H^1(X, \mu_{n,k}) \rightarrow H^1(X, \mathbb{G}_{m,k}) \xrightarrow{\theta_n} H^1(X, \mathbb{G}_{m,k}) \]

\[ \xrightarrow{\partial} \ldots \]

for a $k$-scheme $X$, where $\theta_n$ is the $n$-th power map. Note that $\mu_{n,k} \simeq (\mathbb{Z}/n\mathbb{Z})_k$ by
assumption for \( k \), and \( H^1(X, \mu_{n,k}) \) is the set of isomorphism classes of \((\mathbb{Z}/n\mathbb{Z})\)-torsors of \( X \). If \( B \) is a local \( k \)-algebra and \( X = \text{Spec} \, B \), then we have

\[
H^1(X, \mathbb{G}_{m,k}) = 0.
\]

Thus, there exists an isomorphism of groups

\[
H^1(X, \mu_{n,k}) \simeq \text{Coker} \left[ \theta_n : H^0(X, \mathbb{G}_{m,k}) \to H^0(X, \mathbb{G}_{m,k}) \right],
\]

which determines any cyclic extension of degree \( n \) over \( k \) under the condition that \( \text{ch} \, k \not\equiv n \) and that \( k \) contains a primitive root of unity.

By the classification theorem by Oort and Tate [8], any group scheme of prime order is isomorphic to a group scheme \( G_{a,b} \) under a suitable choice of \( a \) and \( b \). Roberts [9] gave the torsors for this kind of group scheme \( G_{a,b} \) in case where the base ring is a ring of integers of a local number field. Andreata and Gasbarri [1] gave the torsors in case where the base ring is a complete discrete valuation ring whose residue field has positive characteristic, and that the base ring contains \((p - 1)\)-st root of \( b \).

We compute torsors for \( G_{a,b} \) in a completely different way and under different assumptions, by using the concept of the cyclotomic twisted torus introduced by Koide and Sekiguchi [5]. Mazur, Rubin, and Silverberg [6] treated the cyclotomic twisted torus in a quite general form. Koide and Sekiguchi defined the cyclotomic twisted torus in the following way:

Let \( n \) be a positive integer, \( m \) the value of the Euler function of \( n \), and \( \zeta \) a primitive \( n \)-th root of unity. Let \( G \) be a cyclic group of order \( n \) with a generator \( \sigma_0 \), and let \( \text{Spec} \, B/\text{Spec} \, A \) be a \( G \)-torsor. Suppose that \( B \) is a free \( A \)-module. If \( I \) is the representation matrix of the action of \( \zeta \) on \( \mathbb{Z}[\zeta] \) with respect to the \( \mathbb{Z} \)-basis \( \{1, \zeta, \zeta^2, \ldots, \zeta^{m-1}\} \), we define the action of \( G \) on \( \mathbb{G}_{m,B}^m = \text{Spec} \, B[x_1, x_2, \ldots, x_m, 1/(x_1 x_2 \cdots x_m)] \) by \( (x_1, x_2, \ldots, x_m)^{\sigma_0} = (x_1, x_2, \ldots, x_m)^I \).

By this \( G \)-action, we obtain a Galois descent of \( \mathbb{G}_{m,B}^m \) over \( A \), which we call the
cyclotomic twisted torus of degree $n$, and denote it by $G(n)_{A}$.

Koide and Sekiguchi gave an explicit isomorphism from the twisted torus $G(n)_{A}$ to the group scheme $T(n)_{A}$ given by the intersection of kernels of all norm maps (cf. Thm. 2.6). The isomorphism in a quite general form was given by Mazur, Rubin, and Silverberg in [6].

Here, we extend the isomorphism $G(n)_{A} \simeq T(n)_{A}$ to a resolution, which we call a cyclotomic resolution, consisting of Weil restrictions of one-dimensional algebraic tori and several norm maps.

**Theorem 1** (cf. Thm. 3.4). Let $n$ be a positive integer and let $n = p_{1}^{e_{1}}p_{2}^{e_{2}} \cdots p_{r}^{e_{r}}$ be its prime decomposition. For integers $1 \leq i_{0} < i_{1} < \cdots < i_{s} \leq r$, we set $n_{i_{0}i_{1} \cdots i_{s}} = n/p_{i_{0}}p_{i_{1}} \cdots p_{i_{s}}$, $G_{i_{0}i_{1} \cdots i_{s}} = \langle \sigma_{0}^{n_{i_{0}i_{1} \cdots i_{s}}} \rangle$, and $B_{i_{0}i_{1} \cdots i_{s}} = B^{G_{i_{0}i_{1} \cdots i_{s}}}_{i_{0}i_{1} \cdots i_{s}}$.

Under this notation, there exists an exact sequence of group schemes over $\text{Spec } A$,

$$
1 \rightarrow G(n)_{A} \rightarrow \text{Res}_{B/A}G_{m,B} \xrightarrow{\partial^{0}} \prod_{1 \leq i \leq r} (\text{Res}_{B_{i}/A}G_{m,B_{i}})
$$

$$
\xrightarrow{\partial^{1}} \prod_{1 \leq i < j \leq r} (\text{Res}_{B_{i}/A}G_{m,B_{j}})
$$

$$
\xrightarrow{\partial^{2}} \ldots
$$

$$
\xrightarrow{\partial^{r-1}} \text{Res}_{B_{12} \cdots r/A}G_{m,B_{12} \cdots r} \rightarrow 1,
$$

where $\text{Res}_{B/A}$ denotes the Weil restriction from $B$ to $A$.

We have some results on the cyclotomic twisted tori.

**Theorem 2** (cf. Thm. 3.5). There exists a canonical isomorphism of rings

$$
\text{End } (G(n)_{A}) \simeq \mathbb{Z}[\zeta].
$$

**Theorem 3** (cf. Prop. 3.6). For a non-zero homomorphism $\varphi \in \text{End}(G(n)_{A})$, we have

$$
\det \varphi = \text{Nm } \varphi = \text{ord } (\text{Ker } \varphi).
$$
By using these results, we compute torsors for \(G_{a,b}\) in the following way:

Suppose that \(A\) is a local ring. Under the flat topology, the short exact sequence

\[
1 \rightarrow \mathbb{G}(n)_A \xrightarrow{\varepsilon} \text{Res}_{B/A} \mathbb{G}_{m,B} \xrightarrow{\partial^0} \ker \partial^1 \rightarrow 1,
\]

which is obtained by the cyclotomic resolution, induces the long exact sequence

\[
\begin{align*}
1 & \rightarrow H^0(X, \mathbb{G}(n)_A) \xrightarrow{H^0(X, \varepsilon)} H^0(X, \text{Res}_{B/A} \mathbb{G}_{m,B}) \xrightarrow{H^0(X, \partial^0)} H^0(X, \ker \partial^1) \\
& \xrightarrow{\partial} H^1(X, \mathbb{G}(n)_A) \xrightarrow{H^1(X, \varepsilon)} H^1(X, \text{Res}_{B/A} \mathbb{G}_{m,B}) \xrightarrow{H^1(X, \partial^0)} H^1(X, \ker \partial^1) \\
& \xrightarrow{\partial} \ldots.
\end{align*}
\]

Note that \(H^1(X, \text{Res}_{B/A} \mathbb{G}_{m,B}) = 0\) by assumption for \(A\). Therefore, we have the canonical isomorphism of groups

\[
H^1(X, \mathbb{G}(n)_A) \simeq \text{Coker } H^0(X, \partial^0).
\]

Let \(p\) be the principal prime ideal generated by \(\theta \in \mathbb{Z}[\zeta]\), which splits completely over \(\mathbb{Q}(\zeta)\) with \(p \cap \mathbb{Z} = (p)\). We assume that \(n = p - 1\). From the exact sequence

\[
1 \rightarrow \mathfrak{p}_{p,B} \xrightarrow{\iota} \mathbb{G}_{m,B} \xrightarrow{\theta} \mathbb{G}_{m,B} \rightarrow 1,
\]

the Galois descent theory gives the exact sequence

\[
1 \rightarrow (\mathfrak{p}_{p,B})^G \xrightarrow{\iota} \mathbb{G}(n)_A \xrightarrow{\theta} \mathbb{G}(n)_A \rightarrow 1.
\]

Here, we have \((\mathfrak{p}_{p,B})^G \simeq G_{a,b}\) under some conditions (cf. §4.1). The above short exact sequence induces the long exact sequence

\[
\begin{align*}
1 & \rightarrow H^0(X, G_{a,b}) \xrightarrow{H^0(X, \iota)} H^0(X, \mathbb{G}(n)_A) \xrightarrow{H^0(X, \theta)} H^0(X, \mathbb{G}(n)_A) \\
& \xrightarrow{\partial} H^1(X, G_{a,b}) \xrightarrow{H^1(X, \iota)} H^1(X, \mathbb{G}(n)_A) \xrightarrow{H^1(X, \theta)} H^1(X, \mathbb{G}(n)_A) \\
& \xrightarrow{\partial} \ldots.
\end{align*}
\]

Thus, we have the short exact sequence

\[
1 \rightarrow \text{Coker } H^0(X, \theta) \xrightarrow{\partial} H^1(X, G_{a,b}) \xrightarrow{H^1(X, \iota)} \ker H^1(X, \theta) \rightarrow 1.
\]
Therefore, the elements of $H^1(X, G_{a,b})$ are described by the elements of

$$\text{Coker} \left[ H^0(X, \theta) : H^0(X, G(n)_A) \to H^0(X, G(n)_A) \right]$$

and

$$\text{Ker} \left[ H^1(X, \theta) : H^1(X, G(n)_A) \to H^1(X, G(n)_A) \right].$$

In Chapter 2, we give a brief survey on the classification theorem by Oort and Tate [8], and the cyclotomic twisted torus introduced by Koide and Sekiguchi [5]. In Chapter 3.1, we give one of our main results, namely, the resolution for cyclotomic twisted tori. In Chapter 3.2, we give results on cyclotomic twisted tori. Combining these results, we give the torsors for $G_{a,b}$ in Chapter 4.1. In Chapter 4.2, we will give some examples. In Chapter 4.3, we generalize the above method.
Chapter 2

Preliminaries

In this chapter, we give a brief survey on the classification theorem by Oort and Tate [8], and the cyclotomic twisted torus introduced by Koide and Sekiguchi [5].

2.1 Classification Theorem of Group Schemes of Prime Order

Let $p$ be a prime number, $\mathbb{Z}_p$ the ring of $p$-adic integers, and $\chi : \mathbb{F}_p \rightarrow \mathbb{Z}_p$ the unique multiplicative section of the natural surjection $\mathbb{Z}_p \rightarrow \mathbb{F}_p$. Let $A$ be a $\Lambda_p$-algebra, where

$$\Lambda_p = \mathbb{Z} \left[ \chi(\mathbb{F}_p), \frac{1}{p(p-1)} \right] \cap \mathbb{Z}_p.$$

**Example 2.1.** For each prime number $p = 2, 3, 5, 7$, we have

$$\Lambda_2 = \mathbb{Z}, \quad \Lambda_3 = \mathbb{Z} \left[ \frac{1}{2} \right], \quad \Lambda_5 = \mathbb{Z} \left[ \zeta_4, \frac{1}{2(2 + \zeta_4)} \right], \quad \Lambda_7 = \mathbb{Z} \left[ \zeta_6, \frac{1}{6(2 + \zeta_6)} \right],$$

where $\zeta_4 = \chi(2)$ is a primitive fourth root of unity with $\zeta_4 \equiv 2 \pmod{5}$, and $\zeta_6 = \chi(3)$ is a primitive sixth root of unity with $\zeta_6 \equiv 3 \pmod{7}$. 
Theorem 2.2 (Oort-Tate [8, Thm. 2]). An arbitrary finite group $A$-scheme of order $p$ is isomorphic to a group scheme of the type

$$G_{a, b} = \text{Spec}(A[x]/(x^p - ax))$$

with group scheme structure

$$m^*(x) = x \otimes 1 + 1 \otimes x - \frac{b}{p-1} \sum_{i=1}^{p-1} \frac{x^i \otimes x^{p-i}}{\omega_i^{p-i}},$$

where $a, b, \omega_i \in A$ with $ab = \omega_p = p\omega_{p-1}$ and $\omega_i \equiv i! \pmod{p}$.

Example 2.3. If $p = 5$, then

$$\omega_1 = 1, \quad \omega_2 = -\zeta(2 + \zeta), \quad \omega_3 = (2 + \zeta)^2, \quad \omega_4 = -(2 + \zeta)^2, \quad \omega_5 = -5(2 + \zeta)^2.$$ 

These elements are uniquely determined.

If $A$ is a local ring, then $G_{a, b} \simeq G_{a', b'}$ if and only if there exists $u \in A^*$ such that $a' = u^{p-1}a$ and $b' = u^{1-p}b$, where $A^*$ is a multiplicative group of the invertible elements of $A$. If the characteristic of $A$ is $p$, then

$$G_{0, 0} \simeq \mathfrak{a}_{p, A}, \quad G_{1, 0} \simeq (\mathbb{Z}/p\mathbb{Z})_A, \quad \text{and} \quad G_{0, 1} \simeq \mu_{p, A}.$$

2.2 Cyclotomic Twisted Torus

Let $n$ be a positive integer greater than one, $m$ the value of the Euler function of $n$, and $\zeta$ a primitive $n$-th root of unity. Let $G$ be a cyclic group of order $n$ with a generator $\sigma_0$, and $\text{Spec } B/\text{Spec } A$ be a $G$-torsor. Let

$$\Phi_n(x) = \prod_{k \in (\mathbb{Z}/n\mathbb{Z})^*} (x - \zeta^k) = x^m + a_1x^{m-1} + \cdots + a_m$$
be the cyclotomic polynomial, and $I$ the representation matrix of the action of $\zeta$ on $\mathbb{Z}[\zeta]$ with respect to the $\mathbb{Z}$-basis $\{1, \zeta, \zeta^2, \ldots, \zeta^{m-1}\}$:

$$I = \begin{pmatrix}
0 & 0 & \cdots & 0 & -a_m \\
1 & 0 & \cdots & 0 & -a_{m-1} \\
0 & 1 & \cdots & 0 & -a_{m-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_1
\end{pmatrix}.$$ 

For a vector $x = (x_1, x_2, \ldots, x_m)$ and a matrix $M = (m_{ij}) \in M_{m \times l}(\mathbb{Z})$, we define the matrix power $x^M$ by

$$x^M = \left( \prod_{j=1}^{m} x_j^{m_{j1}}, \prod_{j=1}^{m} x_j^{m_{j2}}, \ldots, \prod_{j=1}^{m} x_j^{m_{jl}} \right).$$

Then, we define the action of $G$ on the algebraic torus

$$\mathbb{G}_{m,B}^m = \text{Spec } B \left[ x_1, x_2, \ldots, x_m, 1/ \prod_{i=1}^{m} x_i \right]$$

by

$$x^\sigma = (x_1^\sigma, x_2^\sigma, \ldots, x_m^\sigma) = x^I.$$

**Example 2.4.** If $n = 6$, then we have $\Phi_6(x) = x^2 - x + 1$ and

$$I = \begin{pmatrix}
0 & -1 \\
1 & 1
\end{pmatrix}.$$ 

Then, the above $G$-action on $\mathbb{G}_{m,B}^2 = \text{Spec } B[x_1, x_2, 1/x_1 x_2]$ is written as

$$(x_1, x_2)^\sigma = (x_1, x_2)' = (x_2, x_1^{-1} x_2).$$

By this $G$-action, we obtain a Galois descent of $\mathbb{G}_{m,B}^m$ over $A$, which we call the cyclotomic twisted torus of degree $n$, and denote it by $\mathbb{G}(n)_A$. The coordinate ring of the cyclotomic twisted torus is given explicitly as follows.
Theorem 2.5 (Koide-Sekiguchi [5, Thm. 3.2.1]). The cyclotomic twisted torus is written as

\[ G(n)_A = \text{Spec } A[\xi_1, \xi_2, \ldots, \xi_n]/\mathfrak{A}, \]

where \( \xi_1, \xi_2, \ldots, \xi_n \) are \( G \)-invariant parameters, and \( \mathfrak{A} \) is an ideal given explicitly.

Theorem 2.6 (Koide-Sekiguchi [5, Thm. 3.4.1], Mazur-Rubin-Silverberg [6, Thm. 5.8]). For each positive integer \( l \) dividing \( n \), we set \( G_l = \langle \sigma_0^{n/l} \rangle \subset G \) and \( B_l = B^{G_l} \subset B \). Then, the cyclotomic twisted torus is canonically isomorphic to the subgroup scheme of the Weil restriction \( \text{Res}_{B/A} \mathbb{G}_{m,B} \),

\[ T(n)_A = \bigcap_{l|n} \ker \left[ \text{Nm}_l : \text{Res}_{B/A} \mathbb{G}_{m,B} \rightarrow \text{Res}_{B_l/A} \mathbb{G}_{m,B_l} \right], \]

where \( \text{Nm}_l \) is the norm map from \( B \) to \( B_l \).

Example 2.7. If \( p = 5 \) and \( A = \mathbb{F}_5 \), then computation in MAGMA shows that

\[ G(4)_{\mathbb{F}_5} = \text{Spec } \mathbb{F}_5[\xi_1, \xi_2, \xi_3, \xi_4]/\mathfrak{A}, \]

where the ideal \( \mathfrak{A} \) is generated by

\[ \left\{ 2\xi_1^2 + 3\xi_2\xi_4 + \xi_4^2 + 3, \quad 4\xi_1\xi_3 + 3\xi_2^2 + 4\xi_4^2 \right\}. \]

Example 2.8. If \( p = 7 \) and \( A = \mathbb{F}_7 \), then

\[ G(6)_{\mathbb{F}_7} = \text{Spec } \mathbb{F}_7[\xi_1, \xi_2, \xi_3, \xi_4, \xi_5, \xi_6]/\mathfrak{A}, \]
where the ideal \( \mathfrak{A} \) is generated by

\[
\begin{align*}
&4\xi_1\xi_6 + 6\xi_2\xi_5 + 4\xi_3\xi_4 + 4\xi_6, \\
&6\xi_1\xi_5 + \xi_2\xi_4 + 3\xi_3^2 + 6\xi_6^2, \\
&3\xi_1^2 + 5\xi_2\xi_6 + 2\xi_3\xi_5 + 6\xi_4^2 + 4, \\
&4\xi_1\xi_3 + 3\xi_2^2 + 3\xi_3 + 6\xi_4\xi_6 + \xi_5^2, \\
&6\xi_1\xi_3 + 4\xi_2^2 + 5\xi_4\xi_6 + \xi_5^2, \\
&6\xi_1^2 + 6\xi_1 + 5\xi_2\xi_6 + 5\xi_3\xi_5 + 2\xi_4^2, \\
&2\xi_1\xi_5 + 2\xi_2\xi_4 + 5\xi_3^2 + 5\xi_5 + 4\xi_6^2, \\
&5\xi_1\xi_4 + \xi_2\xi_3 + \xi_4 + 5\xi_5\xi_6, \\
&2\xi_1\xi_2 + 2\xi_2 + \xi_3\xi_6 + 3\xi_4\xi_5
\end{align*}
\]
Chapter 3

Results on Cyclotomic Twisted Torus

3.1 Cyclotomic Resolution

Here, we note the surjectivity of norm maps that will be essential in the following argument.

Lemma 3.1. Let \( q \) be a power of a prime number. The norm map

\[
Nm : \mathbb{F}_{q^n} \to \mathbb{F}_q
\]

is surjective.

Proof. Let \( \alpha \) be a primitive element of \( \mathbb{F}_{q^n} \). Then, we have

\[
Nm \alpha = \alpha^{1+q+q^2+\cdots+q^{n-1}} = \alpha^{(q^n-1)/(q-1)}.
\]

This is an element of \( \mathbb{F}_q \) of order \( q - 1 \), that is to say, a primitive element of \( \mathbb{F}_q \). \( \square \)
In the rest of this chapter, we denote \( k = \mathbb{F}_q \) and \( K = \mathbb{F}_{q^n} \). Let \( n \) be a positive integer and let \( n = p_1^{e_1} p_2^{e_2} \cdots p_r^{e_r} \) be its prime decomposition. For integers \( 1 \leq i_0 < i_1 < \cdots < i_s \leq r \), we set

\[
n_{i_0 i_1 \cdots i_s} = \frac{n}{p_{i_0} p_{i_1} \cdots p_{i_s}} \quad \text{and} \quad M_{i_0 i_1 \cdots i_s} = \mathbb{F}_{q^{n_{i_0 i_1 \cdots i_s}}}.
\]

We define the homomorphism

\[
\vartheta^0 : K^\times \to \prod_{i=1}^r M_i^\times
\]

by

\[
\vartheta^0 x = \left( \text{Nm}_{K^\times/M_1^\times} x, \text{Nm}_{K^\times/M_2^\times} x, \ldots, \text{Nm}_{K^\times/M_r^\times} x \right),
\]

and

\[
\vartheta^s : \prod_{1 \leq i_0 < \cdots < i_s \leq r} M_{i_0 i_1 \cdots i_{s-1}}^\times \to \prod_{1 \leq i_0 < \cdots < i_s \leq r} M_{i_0 i_1 \cdots i_s}^\times
\]

by

\[
(\vartheta^s x)_{i_0 i_1 \cdots i_s} = \prod_{j=0}^{s-1} \left( \text{Nm}_{M_{i_0 i_1 \cdots i_{s-1}}^\times/M_{i_0 i_1 \cdots i_s}^\times} x_{i_0 i_1 \cdots i_{s-1}} \right)^{(-1)^j}.
\]

**Example 3.2.** If \( n = p_1 \cdot p_2 \cdot p_3 = 2 \cdot 3 \cdot 5 = 30 \), then we have

\[
K = \mathbb{F}_{q^{30}}
\]

\[
M_1 = \mathbb{F}_{q^{15}}, \quad M_2 = \mathbb{F}_{q^{10}}, \quad M_3 = \mathbb{F}_{q^6}
\]

\[
M_{12} = \mathbb{F}_{q^5}, \quad M_{13} = \mathbb{F}_{q^5}, \quad M_{23} = \mathbb{F}_{q^2}
\]

\[
M_{123} = \mathbb{F}_{q}
\]

The homomorphism

\[
\vartheta^0 : K^\times \to M_1^\times \times M_2^\times \times M_3^\times,
\]

is defined by

\[
\vartheta^0(x) = \left( \text{Nm}_{K^\times/M_1^\times} x, \text{Nm}_{K^\times/M_2^\times} x, \text{Nm}_{K^\times/M_3^\times} x \right).
\]
and the homomorphism

$$\partial^1 : M_1^\times \times M_2^\times \times M_3^\times \to M_{12}^\times \times M_{13}^\times \times M_{23}^\times,$$

is defined by

$$\partial^1 (y_1, y_2, y_3) = \left( \frac{\text{Nm}_{M_2^{\times}/M_{12}} y_2}{\text{Nm}_{M_1^{\times}/M_{12}} y_1}, \frac{\text{Nm}_{M_3^{\times}/M_{13}} y_3}{\text{Nm}_{M_1^{\times}/M_{13}} y_1}, \frac{\text{Nm}_{M_3^{\times}/M_{23}} y_3}{\text{Nm}_{M_2^{\times}/M_{23}} y_2} \right).$$

The homomorphism

$$\partial^2 : M_{12}^\times \times M_{13}^\times \times M_{23}^\times \to M_{123}^\times$$

is defined by

$$\partial^2 (z_{12}, z_{13}, z_{23}) = \frac{\text{Nm}_{M_{123}^{\times}/M_{123}} z_{23} \cdot \text{Nm}_{M_{123}^{\times}/M_{12}^{\times}} z_{12}}{\text{Nm}_{M_{123}^{\times}/M_{123}} z_{13}}.$$

In general, we have the following result:

**Theorem 3.3.** The following sequence is exact, which we call the cyclotomic resolution:

$$1 \to G(n)_k(k) \xrightarrow{\phi} K^\times \xrightarrow{\partial^0} \prod_{i=1}^r M_i^\times \xrightarrow{\partial^1} \prod_{1 \leq i < j \leq r} M_{ij}^\times \xrightarrow{\partial^2} \ldots \xrightarrow{\partial^{r-2}} \prod_{i=1}^r M_{12\ldots i \ldots r}^\times \xrightarrow{\partial^{r-1}} M_{12\ldots r}^\times \to 1.$$

**Proof.** It is obvious that $\partial^{s+1} \circ \partial^s = 1$. It suffices to show that $\text{Ker} \partial^{s+1} \subset \text{Im} \partial^s$ since $\text{Ker} \partial^0 = \text{Im} \varepsilon$ by Theorem 2.6, and $\partial^{r-1}$ is surjective by Lemma 3.1. We use induction on the number $r$ of the prime factors of $n$.

Firstly, we check the case of $r = 2$, that is to say, $n = p_1^{e_1} p_2^{e_2}$. In this case, the required resolution is as follows:

$$1 \to G(n)_k(k) \xrightarrow{\phi} K^\times \xrightarrow{\partial^0} M_1^\times \times M_2^\times \xrightarrow{\partial^1} M_{12}^\times \to 1.$$
It suffices to show that \( \text{Ker} \partial^1 \subset \text{Im} \partial^0 \). Let
\[
x = (x_1, x_2) \in \text{Ker} \partial^1 \quad \text{for} \quad x \in M_1^\times \times M_2^\times.
\]

By Lemma 3.1, there exists \( z_1 \in K^\times \) such that
\[
x_1 = \text{Nm}_{K^\times / M_1^\times} z_1.
\]

Then, we have
\[
\frac{x}{\partial^0 z_1} \in \text{Ker} \partial^1 \quad \text{and} \quad \left( \frac{x}{\partial^0 z_1} \right)_1 = 1.
\]

Therefore, we may assume without loss of generality that \( x = (1, x_2) \in \text{Ker} \partial^1 \), by replacing \( x \) with \( (\partial^0 z_1)^{-1} x \). Thus, we have
\[
\text{Nm}_{M_1^\times / M_2^\times} x_2 = 1.
\]

Now, we take an element \( z_2 \in K^\times \) satisfying
\[
x_2 = \text{Nm}_{K^\times / M_2^\times} z_2.
\]

Set
\[
F(X) = \frac{X^n - 1}{X - 1} \quad \text{and} \quad F_{i_0, \ldots, i_s}(X) = \frac{X^n - 1}{X^{n_{i_0, \ldots, i_s}} - 1}.
\]

Then,
\[
\text{Nm}_{M_1^\times / M_{i_0, \ldots, i_s}^\times} z
\]

can be written as
\[
z^{F_{i_0, \ldots, i_s} / F_{i_0, \ldots, i_s}/F_{i_0, \ldots, i_s}}
\]

One can easily see that
\[
\left( \frac{F_{12}(X)}{F_1(X)} \frac{F_{12}(X)}{F_2(X)} \right) = \left( \frac{X^{n_1} - 1}{X^{n_{12}} - 1} \right) = 1.
\]

Therefore, there exist polynomials \( f_1(X), f_2(X) \in \mathbb{Z}[X] \) such that
\[
f_1(X) \frac{F_{12}(X)}{F_1(X)} + f_2(X) \frac{F_{12}(X)}{F_2(X)} = 1
\]
(cf. [5, Lem. 10, Prop. 15]). Now we set
\[ \gamma = z_2 f_1(\sigma_0) F_{12}(\sigma_0) / F_1(\sigma_0). \]

Then, we have
\[
N_{K^\times / M_1^\times} \gamma = N_{K^\times / M_1^\times} z_2 f_1(\sigma_0) F_{12}(\sigma_0) / F_1(\sigma_0)
= z_2 f_1(\sigma_0) F_{12}(\sigma_0)
= \left( z_2 F_{12}(\sigma_0) \right) f_1(\sigma_0)
= 1,
\]
and
\[
N_{K^\times / M_2^\times} \gamma = N_{K^\times / M_2^\times} z_2 f_1(\sigma_0) F_{12}(\sigma_0) / F_1(\sigma_0)
= N_{K^\times / M_2^\times} z_2^{1-f_2(\sigma_0)} F_{12}(\sigma_0) / F_2(\sigma_0)
= x_2 \cdot z_2 f_2(\sigma_0) F_{12}(\sigma_0)
= x_2 \left( z_2 F_{12}(\sigma_0) \right) f_2(\sigma_0)
= x_2.
\]
That is to say,
\[ \partial^0 \gamma = x. \]
Hence, we have \( \text{Ker} \partial^1 \subset \text{Im} \partial^0 \).

Secondly, we check that \( \text{Ker} \partial^1 \subset \text{Im} \partial^0 \) in the general number \( r \) of the prime factors of \( n \). Take
\[ x = (x_1, x_2, \ldots, x_r) \in \text{Ker} \partial^1 \quad \text{for} \quad x \in \prod_{i=1}^r M_i^\times, \]
and set
\[ n' = p_1^{e_1} p_2^{e_2} \cdots p_{r-1}^{e_{r-1}}, \quad q' = q^{e_r}, \quad x' = (x_1, x_2, \ldots, x_{r-1}), \]
and consider a sequence

\[
1 \rightarrow \mathbb{G}(n')_k(k) \xrightarrow{\varepsilon} K^\times \xrightarrow{(\partial')^0} \prod_{i=1}^{r-1} M_i^\times \\
\xrightarrow{(\partial')^1} \prod_{1 \leq i < j \leq r-1} M_{ij}^\times \\
\xrightarrow{(\partial')^2} \ldots \\
\xrightarrow{(\partial')^{r-3}} \prod_{i=1}^{r-1} M_{12 \ldots i \ldots r-1}^\times \xrightarrow{(\partial')^{r-2}} M_{12 \ldots r-1}^\times \rightarrow 1,
\]

where the morphisms \( \partial' \) are induced naturally by \( \partial \). Then, we have \( x' \in \text{Ker} (\partial')^1 \).

By the induction hypothesis, there exists an element \( z' \in K^\times \) such that

\[
(\partial')^0 z' = x'.
\]

Then, we have

\[
\frac{x}{\partial^0 z'} \in \text{Ker}^1, \quad \text{and} \quad \left( \frac{x}{\partial^0 z'} \right)_i = 1 \quad \text{for} \quad 1 \leq i \leq r - 1.
\]

Therefore, we may assume without loss of generality that \( x = (1, \ldots, 1, x_r) \in \text{Ker} \partial^1 \), by replacing \( x \) with \((\partial^0 z')^{-1} x\). By the same argument, there exists \( z \in K^\times \) such that

\[
\left( \frac{x}{\partial^0 z} \right)_i = 1 \quad \text{for} \quad 2 \leq i \leq r,
\]

and polynomials \( f_1(X), f_r(X) \in \mathbb{Z}[X] \) such that

\[
f_1(X) \frac{F_1(X)}{F_1(X)} + f_r(X) \frac{F_1(X)}{F_r(X)} = 1.
\]

By setting

\[
\gamma = z f_1(\sigma_0) F_1(\sigma_0) / F_1(\sigma_0),
\]

we have

\[
\partial^0 \gamma = x.
\]

Hence, we have \( \text{Ker} \partial^1 \subset \text{Im} \partial^0 \).
Thirdly, we verify that \( \ker \partial^{s+1} \subset \operatorname{Im} \partial^s \), where \( s \neq 0 \) and \( s + 1 \neq r - 1 \). For simplicity, we always assume that \( 1 \leq i_0 < i_1 < \cdots < i_s \). Take \( x = (x_{i_0 i_1 \cdots i_s})_{i_s \leq r} \in \ker \partial^{s+1} \) for \( x \in \prod_{i_s \leq r} M_{i_0 i_1 \cdots i_s}^\times \), and set
\[
\eta' = p_1^{\epsilon_1} p_2^{\epsilon_2} \cdots p_{r-1}^{\epsilon_{r-1}}, \quad q' = q^{\epsilon_r}, \quad x' = (x_{i_0 i_1 \cdots i_s})_{i_s \leq r-1}.
\]
Consider the sequence
\[
1 \to \mathbb{G}((n')_k) \to K^\times \xrightarrow{\partial'} \prod_{i=1}^{r-1} M_i^\times \xrightarrow{\partial'} \prod_{1 \leq i < j \leq r-1} M_{ij}^\times \xrightarrow{\partial'} \cdots \xrightarrow{\partial'} \prod_{i=1}^{r-1} M_{12 \cdots i \cdots r-1}^\times \xrightarrow{\partial'} M_{12 \cdots r-1}^\times \to 1,
\]
where the morphisms \( \partial' \) are induced naturally by \( \partial \). Then, we have \( x' \in \ker (\partial')^{s+1} \).

By the induction hypothesis, there exists an element \( u' = (u_{i_0 i_1 \cdots i_{s-1}})_{i_{s-1} \leq r-1} \) such that
\[
(\partial')^s u' = x'.
\]
We set
\[
u_{i_0 i_1 \cdots i_{s-2}} = 1 \quad \text{and} \quad u = (u_{i_0 i_1 \cdots i_{s-1}})_{i_{s-1} \leq r}.
\]
Then, we have
\[
x \frac{\partial}{\partial^s u} \in \ker \partial^{s+1}, \quad \frac{x}{\partial^s u}_{i_0 i_1 \cdots i_s} = 1 \text{ for } i_s \leq r - 1.
\]
Therefore, we may assume without loss of generality that \( x = (x_{i_0 i_1 \cdots i_s})_{i_s \leq r} \in \ker \partial^{s+1} \) with \( x_{i_0 i_1 \cdots i_s} = 1 \) for \( i_s \leq r - 1 \), by replacing \( x \) with \( (\partial u)^{-1} x \). Next
we set

\[ y_{i_0i_1\ldots i_{s-1}} = x_{i_0i_1\ldots i_{s-1}r}, \]
\[ y = (y_{i_0i_1\ldots i_{s-1}})_{i_{s-1} \leq r-1}, \]
\[ n' = p_1^{c_1}p_2^{c_2} \cdots p_{r-1}^{c_{r-1}}, \]
\[ q' = q^{p_{r'-1}}, \]
\[ K' = M_r = \mathbb{F}_{(q')^{n'}}, \]
\[ M'_{i_0i_1\ldots i_s} = M_{i_0i_1\ldots i_{r}}, \]

and consider the sequence

\[ 1 \to \mathcal{G}(n')_k(k) \xrightarrow{\partial'} (K')^\times \xrightarrow{(\partial')^0} \prod_{i=1}^{r-1} (M'_i)^\times \]
\[ \xrightarrow{(\partial')^1} \prod_{1 \leq i < j \leq r-1} (M'_{ij})^\times \]
\[ \xrightarrow{(\partial')^2} \ldots \]
\[ \xrightarrow{(\partial')^{r-2}} \prod_{i=1}^{r-1} (M'_{12\ldots i\ldots r-1})^\times \xrightarrow{(\partial')^{r-2}} (M'_{12\ldots r-1})^\times \to 1, \]

where the morphisms \( \partial' \) are induced naturally by \( \partial \). Then, we have

\[ ((\partial')^s y)_{i_0i_1\ldots i_s} = (\partial^{s+1} x)_{i_0i_1\ldots i_{s}r} = 1. \]

Hence, there exists \( v' = (v'_{i_0i_1\ldots i_{s-2}})_{i_{s-2} \leq r-1} \) such that

\[ ((\partial')^{s-1} v')_{i_0i_1\ldots i_{s-1}} = y_{i_0i_1\ldots i_{s-1}} = x_{i_0i_1\ldots i_{s-1}r}. \]

Set

\[ u_{i_0i_1\ldots i_{s-1}} = \begin{cases} 1 & \text{for } i_{s-1} \leq r-1, \\ v'_{i_0i_1\ldots i_{s-2}} & \text{for } i_{s-1} = r, \end{cases} \]

and

\[ v = (v_{i_0i_1\ldots i_{s-1}})_{i_{s-1} \leq r}. \]
Then, we have

\[(\partial^s v)_{i_0 i_1 \ldots i_s} = \begin{cases} 1 & \text{for } i_s \leq r - 1, \\ x_{i_0 i_1 \ldots i_{s-1} r} & \text{for } i_s = r. \end{cases}\]

That is to say,

\[\partial^s v = x.\]

Hence, we see that \(\ker \partial^{s+1} \subset \im \partial^s.\)

Lastly, we check that \(\ker \partial^{r-1} \subset \im \partial^{r-2}.\) We set

\[\hat{i} = (1, \ldots, \hat{i}, \ldots, r) \quad \text{and} \quad \hat{i} j = (1, \ldots, \hat{i}, \ldots, \hat{j}, \ldots, r).\]

Fix

\[x = (x_1, x_2, \ldots, x_r) \in \ker \partial^{r-1} \quad \text{for } x_i \in M^x_i.\]

We choose elements \(z_2, z_3, \ldots, z_r \in K^x\) satisfying

\[x_i = \Nm_{K^x/M^x_i} z_i \quad \text{for } i = 2, 3, \ldots, r.\]

Now we set

\[n' = p_1^{x_1} p_2^{x_2}, \quad q' = q^{x_3^{r-1}} \cdots p_r^{x_r-1}, \quad K' = M_{12} = \mathbb{F}(q')^{n'},\]

and

\[x' = \left( x_1, \prod_{j=2}^r \left( \Nm_{K^x/M^x_2} z_j \right)^{-1} \right) \in (M'_2)^x \times (M'_1)^x = M_1^x \times M_2^x,\]

and consider the sequence

\[1 \to \mathbb{G}(n')_k(k) \xrightarrow{\cdot x'} (K')^x \xrightarrow{(\partial')^0} (M'_1)^x \times (M'_2)^x \xrightarrow{(\partial')^1} (M'_{12})^x \to 1.\]

Then, we have

\[(\partial')^1 x' = \partial^{r-1} x = 1.\]

By the induction hypothesis, there exists \(u_{12} \in (K')^x = M^x_{12}\) such that

\[(\partial')^0 u_{12} = x'.\]
By setting
\[ u_{\hat{i}\hat{j}} = 1 \quad \text{for} \quad \hat{i}\hat{j} \neq \hat{1}\hat{2}, \quad \text{and} \quad u = (u_{\hat{i}\hat{j}})_{1 \leq \hat{i} < \hat{j} \leq r}, \]
we have
\[ \left( \frac{x}{\partial^{r-2} u} \right)_1 = 1 \quad \text{and} \quad \frac{x}{\partial^{r-2} u} \in \text{Ker} \, \partial^{r-1}. \]
Therefore, we may assume that \( x = (1, x_2, \ldots, x_r) \in \text{Ker} \, \partial^{r-1}. \) Assume without loss of generality that \( x = (x_1, \ldots, x_{r-1}, 1). \) Next we set
\[ n'' = p_1^{r_1} \cdots p_{r-1}^{r_{r-1}}, \]
\[ q'' = q^{p_{r-1}}, \]
\[ K'' = M_r = \mathcal{F}(q^{p_{r-1}})^n, \]
\[ M'''_{i_0 \cdots i_s} = M_{i_0 \cdots i_s r}, \]
\[ x'' = (x_1, \ldots, x_{r-1}), \]
and consider the sequence
\[
1 \to G(n'')(k) \xrightarrow{\zeta''} (K'')^\times \xrightarrow{(\partial'')^0} \prod_{i=1}^{r-1} (M''_i)^\times \xrightarrow{(\partial'')^1} \ldots \xrightarrow{(\partial'')^{r-3}} \prod_{i=1}^{r-1} (M''_i)^\times \xrightarrow{(\partial'')^{r-2}} (M''_{12 \cdots r-1})^\times \to 1.
\]
Then, we have
\[ (\partial'')^{r-2} x'' = \partial^{r-1} x = 1. \]
Again by the induction hypothesis, there exists \( v' = (v'_{\hat{i}\hat{j}})_{1 \leq \hat{i} < \hat{j} \leq r-1} \) such that
\[ (\partial''')^{r-3} v'_{\hat{i}\hat{j}} = x''. \]
By setting
\[ v'_{\hat{r}\hat{r}} = 1 \quad \text{and} \quad v = (v'_{\hat{i}\hat{j}})_{1 \leq \hat{i} < \hat{j} \leq r}, \]
we have

\[(\partial^{r-2}v)_i = \begin{cases} x_i & \text{for } 1 \leq i \leq r-1, \\ 1 & \text{for } i = r. \end{cases}\]

That is to say,

\[\partial^{r-2}v = x.\]

Hence, we see that Ker \(\partial^{r-1}\) ⊂ Im \(\partial^{r-2}\).

The essential point of the proof of Theorem 3.3 is the surjectivity of the norm map

\[Nm : \mathbb{F}_q^n \to \mathbb{F}_q.\]

We easily see the surjectivity of the norm map of sheaves on the flat site \((\text{Spec } A)_{\text{flat}};\)

\[Nm : \text{Res}_{B/A} \mathbb{G}_{m,B} \to \mathbb{G}_{m,A},\]

where the notation is as in the previous chapter. In fact, for any \(A\)-algebra \(R\) and any element \(a \in \mathbb{G}_{m,A}(R) = R^\times\), set \(S = R[T]/(T^n - a)\). Then, the morphism \(\text{Spec } S \to \text{Spec } R\) is surjective and flat, and we get the following commutative diagram:

\[
\begin{array}{ccc}
(\text{Res}_{B/A} \mathbb{G}_{m,B})(R) = (R \otimes_A B)^\times & \xrightarrow{\text{Nm}(R)} & \mathbb{G}_{m,A}(R) = R^\times \\
\text{rest} & & \text{rest} \\
(\text{Res}_{B/A} \mathbb{G}_{m,B})(S) = (S \otimes_A B)^\times & \xrightarrow{\text{Nm}(S)} & \mathbb{G}_{m,A}(S) = S^\times \\
\end{array}
\]

Thus, we see that \(\text{Nm}(S)(T \otimes 1) = \text{rest}(a)\). Therefore, by the same argument as in the proof of Theorem 3.3, we have the following:
Theorem 3.4. The following sequence of group schemes over Spec $A$ is exact:

$$1 \to G(n)_A \xrightarrow{\varphi} \text{Res}_{B/A} \mathbb{G}_{m,B} \xrightarrow{\partial_1} \prod_{i=1}^r \left( \text{Res}_{B_i/A} \mathbb{G}_{m,B_i} \right) \xrightarrow{\partial_2} \prod_{1 \leq i < j \leq r} \left( \text{Res}_{B_{ij}/A} \mathbb{G}_{m,B_{ij}} \right) \xrightarrow{\partial_3} \ldots \xrightarrow{\partial_{r-1}} \text{Res}_{B_{12\ldots r}/A} \mathbb{G}_{m,B_{12\ldots r}} \to 1,$$

where $B_{i_0i_1\ldots i_s} = B^{G_{i_0i_1\ldots i_s}}$ and $G_{i_0i_1\ldots i_s} = \langle n_{i_0i_1\ldots i_s} \rangle$.

3.2 Endomorphism Ring of Cyclotomic Twisted Torus

Under the notation in the previous section, we determine the endomorphism ring of group $A$-scheme $G(n)_A$ as follows:

Theorem 3.5. There exists a canonical isomorphism of rings

$$\text{End} \left( G(n)_A \right) \simeq \mathbb{Z}[\zeta].$$

Proof. Suppose that $\varphi$ is a $G$-equivariant endomorphism of $\mathbb{G}_{m,B}^m$. Then, the morphism $\varphi$ is represented by some matrix $M = (b_{ij}) \in M_m(\mathbb{Z})$ satisfying the equality $MI = IM$. By calculating $IMI^{-1}$, we have the relations

$$\begin{cases} b_{ij} = b_{i-1,j-1} - a_{i-1}b_{m,j-1} & \text{for } i, j \geq 2, \\ b_{1j} = -b_{m,j-1} & \text{for } j \geq 2. \end{cases}$$

Set $c_i = b_{1i}$ for $i = 1, 2, \ldots, m$. Our assertion is that

$$M = \sum_{k=1}^m c_k I^{k-1}.$$ 

In fact, we have

$$b_{1k} = \sum_{l=1}^{k-1} \alpha_l c_{m-k+1+l}$$
by the above relations, where
\[ \alpha_1 = -1, \quad \text{and} \quad \alpha_k = - \sum_{i=1}^{k-1} \alpha_i a_{k-i} \quad \text{for} \quad k \geq 2. \]

Then, we have
\[
bi_j = c_{i-j+1} + \sum_{k=m-j+2}^{m} \left( c_k \sum_{l=1}^{i} a_{m-l+1} \alpha_{k+m+j-l-1+l} \right),
\]
where \( \alpha_l = c_l = 0 \) for \( l \leq 0 \). On the other hand, since the \((i,m)\)-entry of the matrix \( I^k \) is given by
\[
\sum_{l=k-i+1}^{k} \alpha_l a_{m-l+k-i+1},
\]
and the \((i,j)\)-entry of the matrix \( \sum_{k=1}^{m} c_k I^{k-1} \) is given by
\[
c_{i-j+1} + \sum_{k=m-j+2}^{m} \left( c_k \sum_{l=1}^{i} \alpha_{k-1+j-m-l+a_{m-l+1}} \right).
\]
This proves the theorem.

By Theorem 3.5, we have the following proposition.

**Proposition 3.6.** For non-zero homomorphism \( \varphi \in \text{End}(G(n)_A) \), we have
\[ \det \varphi = Nm \varphi = \text{ord}(\text{Ker} \varphi), \]
where \( \det \varphi \) is the determinant of the representing matrix \( M \), and \( Nm \varphi \) means the norm of \( \varphi \) regarded as an element of \( \mathbb{Z}[[\zeta]] \).

**Proof.** Let
\[ M = \sum_{i=1}^{m} c_i I^{i-1} \]
be the representing matrix of non-zero homomorphism \( \varphi \in \text{End}(G(n)_A) \). Set
\[ f(x) = \sum_{i=1}^{m} c_i x^{i-1}. \]
Then, the eigenvalues of \( M = f(I) \) are given by \{ f(\zeta^k) \mid \overline{k} \in (\mathbb{Z}/n\mathbb{Z})^\times \} \) by Frobenius’ theorem. Therefore, we have

\[
\det M = \prod_{\overline{k} \in (\mathbb{Z}/n\mathbb{Z})^\times} f(\zeta^k) = Nm f(\zeta).
\]

Note that \( \det M > 0 \) since

\[
Nm_{\mathbb{Q}(\zeta)/\mathbb{Q}(\zeta^{1/n})} \varphi = \varphi \overline{\varphi} = |\varphi|^2 > 0.
\]

Hence, there exist \( J, J' \in \text{GL}_m(\mathbb{Z}) \) such that

\[
JMJ' = \begin{pmatrix}
d_1 \\
d_2 \\
\vdots \\
d_m
\end{pmatrix},
\]

where \( d_1, d_2, \ldots, d_m \) are positive integers such that \( d_1|d_2|\cdots|d_m \), and \( \det M = d_1d_2\cdots d_m \) since \( \det M > 0 \). Therefore, we see that \( \det M = \text{ord} (\text{Ker } \varphi) \) since

\[
\text{Ker } \varphi \simeq \text{Ker } \varphi_{JMJ'} = \text{Spec } B[x_1, x_2, \ldots, x_m]/(x_1^{d_1} - 1, x_2^{d_2} - 1, \ldots, x_m^{d_m} - 1)
\]

\[
= \#d_1 \times \text{Spec } B \times \#d_2 \times \text{Spec } B \times \cdots \times \text{Spec } B \times \#d_m.
\]
Chapter 4

Computations on Torsors

4.1 Torsors for $G_{a,b}$

As in previous chapter, let $G$ be a cyclic group of order $n$ and $B/A$ be a $G$-torsor. We denote $X = \text{Spec } A$ and $Y = \text{Spec } B$. We assume that the base scheme lies over $\text{Spec } \Lambda_p$, where

$$\Lambda_p = \mathbb{Z} \left[ \zeta, \frac{1}{p(p-1)} \right] \cap \mathbb{Z}_p,$$

where $\zeta$ is a primitive $(p-1)$-st root of unity in the ring of $p$-adic integers $\mathbb{Z}_p$. Since the morphism $Y \to X$ is étale, and $\text{Res}_{B/A} \mathbb{G}_{m,B}$ is a smooth $X$-group scheme, we have

$$H^q \left( X_{\text{ét}}, \text{Res}_{B/A} \mathbb{G}_{m,B} \right) = H^q \left( Y_{\text{ét}}, \text{Res}_{B/A} \mathbb{G}_{m,B} \right)$$

for $q \geq 0$. In general, we have

$$H^q \left( X_{\text{ét}}, \text{Res}_{B/A} \mathbb{G}_{m,B} \right) = \hat{H}^q \left( X_{\text{ét}}, \text{Res}_{B/A} \mathbb{G}_{m,B} \right).$$
For any étale open covering \( \{ U_\lambda \to X \}_{\lambda \in \Lambda} \), we have an étale open covering 
\( \{ U_\lambda \cap Y \to X \}_{\lambda \in \Lambda} \). Then, we have

\[
C^q \left( \{ U_\lambda \}_{\lambda \in \Lambda}, \text{Res}_{B/A} \mathbb{G}_m, B \right) = \prod_{\lambda_0, \lambda_1, \ldots, \lambda_q \in \Lambda} \Gamma \left( U_{\lambda_0 \lambda_1 \cdots \lambda_q}, \text{Res}_{B/A} \mathbb{G}_m, B \right) \\
= \prod_{\lambda_0, \lambda_1, \ldots, \lambda_q \in \Lambda} \Gamma \left( U_{\lambda_0 \lambda_1 \cdots \lambda_q \cap Y}, \mathbb{G}_m, B \right) \\
= C^q \left( \{ U_\lambda \cap Y \}_{\lambda \in \Lambda}, \mathbb{G}_m, B \right).
\]

We obtain

\[
\check{H}^q \left( \{ U_\lambda \}_{\lambda \in \Lambda}, \text{Res}_{B/A} \mathbb{G}_m, B \right) = \check{H}^q \left( \{ U_\lambda \cap Y \}_{\lambda \in \Lambda}, \mathbb{G}_m, B \right).
\]

Therefore, we have the following equalities:

\[
H^1 \left( X_B, \text{Res}_{B/A} \mathbb{G}_m, B \right) = H^1 \left( X_{\text{ét}}, \text{Res}_{B/A} \mathbb{G}_m, B \right) \\
= H^1 \left( Y_{\text{ét}}, \mathbb{G}_m, B \right) \\
= H^1 \left( Y_{\text{Zar}}, \mathbb{G}_m, B \right) \\
= H^1 \left( Y_{\text{fl}}, \mathbb{G}_m, B \right),
\]

since

\[
\check{H}^q \left( X_{\text{ét}}, \text{Res}_{B/A} \mathbb{G}_m, B \right) = \check{H}^q \left( Y_{\text{ét}}, \mathbb{G}_m, B \right) = H^q \left( Y_{\text{ét}}, \mathbb{G}_m, B \right).
\]

In particular if \( A \) is local, then \( B \) is semi-local and

\[
H^1 \left( Y_{\text{Zar}}, \mathbb{G}_m, B \right) = \text{Pic} \ Y = 0.
\]

Consider the exact sequence

\[
1 \to \mathbb{G}(n)_A \xrightarrow{\epsilon} \text{Res}_{B/A} \mathbb{G}_m, B \xrightarrow{\partial^0} \text{Ker} \partial^1 \to 1,
\]

which is obtained by the cyclotomic resolution

\[
1 \to \mathbb{G}(n)_A \xrightarrow{\epsilon} \text{Res}_{B/A} \mathbb{G}_m, B \xrightarrow{\partial^0} \prod_{i=1}^r \left( \text{Res}_{B_i/A} \mathbb{G}_m, B_i \right) \xrightarrow{\partial^1} \cdots.
\]
Under the flat topology, we have an exact sequence

\[ 1 \to H^0(X, \mathbb{G}(n)_A) \xrightarrow{H^0(X, \mathbb{G}(n)_A)} H^0(X, \text{Res}_{B/A} \mathbb{G}_{m,B}) \xrightarrow{H^0(X, \mathbb{G}(n)_A)} H^0(X, \text{Ker} \mathbb{G}(n)_A) \]

and the explicit correspondence is given as follows:

For \( f \in \text{Coker} H^0(X, \mathbb{G}(n)_A) \) that is represented by \( f \in H^0(X, \text{Ker} \mathbb{G}(n)_A) \), we have

\[ \partial f = f^* \left( \text{Res}_{B/A} \mathbb{G}_{m,B} \right) \xrightarrow{\square} X \]

by taking pull-back, i.e., fiber product (cf. Appendix).

Let \( \mathfrak{p} \) be a principal prime ideal with a generator \( \theta \in \mathbb{Z}[\zeta] \), which splits completely over \( \mathbb{Q}(\zeta) \) with \( \mathfrak{p} \cap \mathbb{Z} = (p) \). In fact, \( \mathfrak{p} \) splits completely if and only if \( p \equiv 1 \pmod{n} \) (cf. [15, Prop. 2.14]). We assume that \( n = p - 1 \). Then, we have an exact sequence

\[ 1 \to \mathfrak{p}_{p,B} \xrightarrow{\iota} \mathbb{G}^m_{m,B} \xrightarrow{\theta} \mathbb{G}^m_{m,B} \to 1, \]

where we regard \( \theta \) as an element of \( \text{End}(\mathbb{G}(n)_A) \). Then, the Galois descent theory gives an exact sequence

\[ 1 \to (\mathfrak{p}_{p,B})^G \xrightarrow{\iota} \mathbb{G}(n)_A \xrightarrow{\theta} \mathbb{G}(n)_A \to 1. \]

We describe the torsors for \( (\mathfrak{p}_{p,B})^G \) in the following way:
By Oort-Tate’s classification theorem, we have
\[ \mu_{p,B} \simeq \text{Spec } B[z]/(z^p - \omega_p z) \]
with group scheme structure
\[ m^*(z) = z \otimes 1 + 1 \otimes z - \frac{1}{p-1} \sum_{i=1}^{p-1} \frac{z^i \otimes z^{p-i}}{\omega_{p-i}}, \]
where \( \omega_p \) is the product of \( p \) and of an invertible element of \( \Lambda_p \), and \( \omega_k \) for \( 1 \leq k \leq p-1 \) is an invertible element of \( A \) satisfying \( \omega_k \equiv k! \mod p \) (cf. [8, §2, Prop.]). The Galois group \( G = \langle \sigma_0 \rangle \) acts on \( \mu_{p,B} = \text{Spec } B[x]/(x^p - 1) \) by \( x^{\sigma_0} = x^l \) with some integer \( l \), and on \( \text{Spec } B[z]/(z^p - \omega_p z) \) by \( z^{\sigma_0} = \zeta z \), where \( \zeta \) is a primitive \( n \)-th root of unity (cf. [8, §2, Prop.]). Now we assume that \( x^n - b \) is irreducible in \( A[x] \), \( ab = \omega_p \in A \), and \( B = A[u] \), where \( u \) is an \( n \)-th root of \( b \).

Then, \( G_{a,b} \) is isomorphic to the Galois descent of \( \mu_{p,B} \). In fact, we may assume without loss of generality that \( u^{\sigma_0} = \zeta^l u \) since
\[ F_{u/A}(X) = X^n - b = (X - u)(X - \zeta u) \cdots (X - \zeta^{l-1} u). \]
Hence, \( u^{-1} z \) is \( G \)-invariant, and we have
\[ z^p - \omega_p z = u^p \left( \frac{z}{u} \right)^p - a \left( \frac{z}{u} \right), \]
and
\[ m^* \left( \frac{z}{u} \right) = \left( \frac{z}{u} \right) \otimes 1 + 1 \otimes \left( \frac{z}{u} \right) - \frac{b}{p-1} \sum_{i=1}^{p-1} \frac{(z/u)^i \otimes (z/u)^{p-i}}{\omega_{p-i}}. \]
Thus, the Galois descent of \( \mu_{p,B} \) is isomorphic to \( G_{a,b} \), i.e., we obtain the exact sequence
\[ 1 \to G_{a,b} \to G(n)_A \to \mathbb{G}(n)_A \to 1. \]
From this sequence, we obtain a long exact sequence
\[ 1 \to H^0(X, G_{a,b}) \xrightarrow{H^0(X, \iota)} H^0(X, G(n)_A) \xrightarrow{H^0(X, \theta)} H^0(X, \mathbb{G}(n)_A) \]
\[ \xrightarrow{\partial^1} H^1(X, G_{a,b}) \xrightarrow{H^1(X, \iota)} H^1(X, G(n)_A) \xrightarrow{H^1(X, \theta)} H^1(X, \mathbb{G}(n)_A) \]
\[ \xrightarrow{\partial^2} \cdots. \]
then, we have the exact sequence

\[ 1 \to \text{Coker } H^0(X, \theta) \xrightarrow{\partial} H^1(X, G_{a,b}) \xrightarrow{H^1(X, \theta)} \text{Ker } H^1(X, \theta) \to 1. \]

Therefore, the elements of \( H^1(X, G_{a,b}) \) are described by the elements of

\[ \text{Coker } \left[ H^0(X, \mathbb{G}(n)_A) \xrightarrow{H^0(X, \theta)} H^0(X, \mathbb{G}(n)_A) \right] \]

and

\[ \text{Ker } \left[ H^1(X, \mathbb{G}(n)_A) \xrightarrow{H^1(X, \theta)} H^1(X, \mathbb{G}(n)_A) \right]. \]

In fact, for \( \overline{g} \in \text{Coker } H^0(X, \theta) \) and \( f^*(\text{Res}_{B/A}\mathbb{G}_{m,B}) \in \text{Ker } H^1(X, \theta) \), we obtain an element of \( H^1(X, G_{a,b}) \) as follows:

We have the diagram

\[ \begin{array}{ccc}
G_{a,b} & \xrightarrow{\sim} & \tilde{\theta}^{-1}({\{1\} \times X}) \\
\downarrow & & \downarrow \\
\mathbb{G}(n)_A & \xrightarrow{\sim} & f^* (\text{Res}_{B/A}\mathbb{G}_{m,B}) \\
\downarrow & & \downarrow \\
\mathbb{G}(n)_A & \xrightarrow{\sim} & \theta_* f^* (\text{Res}_{B/A}\mathbb{G}_{m,B}) \\
\downarrow & & \downarrow \\
\mathbb{G}(n)_A \times X & \xrightarrow{\sim} & X
\end{array} \]

where the morphism \( \tilde{\theta} \) is defined by \( \theta \), and we have

\[ \iota_* (\tilde{\theta}^{-1}({\{1\} \times X})) \simeq f^* (\text{Res}_{B/A}\mathbb{G}_{m,B}) \]

(cf. Appendix). Therefore, we have

\[ \partial g + \tilde{\theta}^{-1}({\{1\} \times X}) \in H^1(X, G_{a,b}), \]

where the operation “+” is the group law of \( H^1(X, G_{a,b}) \).

Note that we only considered the case where prime ideals lying over \( p \) are principal. The non-principal case is treated by Koide [4].
4.2 Examples

Let $A$ be a local $\mathbb{F}_p$-algebra, and $b \in \mathbb{F}_p$ be a primitive element of $\mathbb{F}_p$. Set $B = A[u]$, where $u$ is an $n$-th root of $b$, and $n = p - 1$. Then, the ideal $(p, b - \zeta)$ of $\mathbb{Z}[\zeta]$ is one of the prime ideals lying over $p$ (cf. [15, Prop. 2.14]). We consider the case where $(p, b - \zeta)$ is principal. Computation in MAGMA for $p < 100$ shows that $(p, b - \zeta)$ is principal if $p$ is one of the numbers

5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 61, 67, 71.

In fact, we have the equalities

$$
\begin{align*}
5 &= \mathrm{Nm}(2 + \zeta_4), & 31 &= \mathrm{Nm}(1 + \zeta_{30} - \zeta_{30}^2), \\
7 &= \mathrm{Nm}(2 + \zeta_6), & 37 &= \mathrm{Nm}(1 + \zeta_{36} - \zeta_{36}^3), \\
11 &= \mathrm{Nm}(2 - \zeta_{10}), & 41 &= \mathrm{Nm}(1 + \zeta_{40} - \zeta_{40}^4), \\
13 &= \mathrm{Nm}(2 + \zeta_8), & 43 &= \mathrm{Nm}(1 - \zeta_{42} + \zeta_{42}^3), \\
17 &= \mathrm{Nm}(1 + \zeta_{16} + \zeta_{16}^3), & 61 &= \mathrm{Nm}(1 + \zeta_{60}^2 + \zeta_{60}^5), \\
19 &= \mathrm{Nm}(1 + \zeta_{18} - \zeta_{18}^2), & 67 &= \mathrm{Nm}(1 + \zeta_{66} - \zeta_{66}^3), \\
23 &= \mathrm{Nm}(1 - \zeta_{22} + \zeta_{22}^3), & 71 &= \mathrm{Nm}(1 - \zeta_{70}^2 - \zeta_{70}^5), \\
29 &= \mathrm{Nm}(1 + \zeta_{28} + \zeta_{28}^4),
\end{align*}
$$

where $\zeta_n$ is a primitive $n$-th root of unity. Let $\theta \in \mathbb{Z}[\zeta]$ denote a generator of the ideal $(p, b - \zeta)$. Then, we have an exact sequence

$$1 \to \mathfrak{m}_{p,B} \to \mathbb{G}_{m,B}^m \xrightarrow{\theta} \mathbb{G}_{m,B}^m \to 1.$$

By the same argument as in the previous section, the Galois descent theory gives an exact sequence

$$1 \to \mathbb{G}_{0,b} \xrightarrow{\iota} \mathbb{G}(n)_A \xrightarrow{\theta} \mathbb{G}(n)_A \to 1,$$
and one can compute the torsors for \( G_{0,b} \). In particular, if \( A = \mathbb{F}_p \), then \( H^0(X, G_{0,b}) = 0 \). Hence, we have \( H^1(X, G_{0,b}) = 0 \) since

\[
H^0(X, \theta) : H^0(X, \mathbb{G}(n)_A) \to H^0(X, \mathbb{G}(n)_A)
\]

is an isomorphism of groups.

### 4.3 Torsors for Galois Descent of \( \mu_{p^j,B} \)

In this section, let \( p \) be an odd prime number. Let \( n \) be a positive integer greater than one, \( m \) the value of the Euler function of \( n \), and \( \zeta \) a primitive \( n \)-th root of unity. Let \( G \) be the multiplicative group \((\mathbb{Z}/p^j\mathbb{Z})^\times\), and \( \text{Spec} B/\text{Spec} A \) a \( G \)-torsor.

We assume that the base scheme lies over \( \text{Spec} \Lambda_p \), where

\[
\Lambda_p = \mathbb{Z} \left[ \zeta, \frac{1}{p(p-1)} \right] \cap \mathbb{Z}_p,
\]

and \( \mathbb{Z}_p \) is the ring of \( p \)-adic integers. Here we obtain an exact sequence

\[
1 \to \mu_{p^j,B} \to \mathbb{G}^m_{m,B} \xrightarrow{p^j} \mathbb{G}^m_{m,B} \to 1,
\]

where \( p \) is a prime ideal lying over \( p \) with \( p \cap \mathbb{Z} = (p) \). We now study the group scheme

\[
\mu_{p^j,B} = \text{Spec} B[z]/(z^{p^j} - 1)
\]

by extending the method of Oort-Tate. For simplicity, we assume that the ideal \( p \) is principal. However, this argument can be generalized to non-principal case by using the concept of the homomorphisms defined by ideals, which is introduced by Koide [4].

We fix elements \( \alpha, \beta \in (\mathbb{Z}/p^j\mathbb{Z})^\times \), whose orders are \( p^{j-1} \) and \( p-1 \) respectively. Indeed, we have the isomorphism

\[
(\mathbb{Z}/p^j\mathbb{Z})^\times \simeq \mathbb{Z}/p^{j-1}\mathbb{Z} \times \mathbb{Z}/(p-1)\mathbb{Z}
\]
since we assume \( p \) is an odd prime number. Using \( \alpha \) and \( \beta \), we define the actions of \( (1) \in \mathbb{Z}/p^l \mathbb{Z} \) and \([1] \in \mathbb{Z}/(p-1)\mathbb{Z} \) on \( \mu_{p^l}, B \) by

\[
(1)z = z^\alpha \quad \text{and} \quad [1]z = z^\beta.
\]

The augmentation ideal \( J \) of \( B[z]/(z^p - 1) \) is given by

\[
J = (z - 1)B[z]/(z^p - 1),
\]

and has a \( B \)-basis \( \{ 1 - z^k \mid 1 \leq k \leq p^l - 1 \} \). For \( j \in \mathbb{Z} \), we set

\[
e_j = \frac{1}{p-1} \sum_{k=1}^{p-1} \zeta^{-(k-1)j} [k-1] \in B \left[ \mathbb{Z}/(p-1)\mathbb{Z} \right],
\]

and \( J_j = e_j J \). Clearly \( e_j \) and \( J_j \) depend only on \( j \) (mod \( p-1 \)).

**Lemma 4.1.** We have

\[
J = \sum_{j=1}^{p-1} J_j \quad \text{and} \quad J_j = \left\{ f \in B[z]/(z^p - 1) \mid [k]f = \zeta^jf \right\},
\]

thus \( J_j J_j \subset J_{i+j} \).

**Proof.** In fact, we have the equalities

\[
e_i e_j = \left( \frac{1}{p-1} \right)^2 \sum_{1 \leq s, t \leq p-1} \zeta^{-(s-1)i-(t-1)j} [(s + t - 1) - 1]
= \left( \frac{1}{p-1} \right)^2 \sum_{1 \leq s, k \leq p-1} \zeta^{-(s-1)i-(k-1)j} [k-1]
= \left( \frac{1}{p-1} \right)^2 \sum_{k=1}^{p-1} \zeta^{-kj+i} \left( \sum_{s=1}^{p-1} \zeta^{-(i-j)s} \right) [k-1]
= \begin{cases} 
\frac{1}{p-1} \sum_{k=1}^{p-1} \zeta^{-(k-1)j} [k-1] \quad & \text{if } i = j, \\
0 & \text{if } i \neq j,
\end{cases}
\]

and

\[
\sum_{j=1}^{p-1} e_j = \frac{1}{p-1} \sum_{k=1}^{p-1} \left( \sum_{j=1}^{p-1} \zeta^{-(k-1)j} \right) [k-1] = 1.
\]
Furthermore, we see that
\[ [k]e_j = \frac{1}{p-1} \sum_{s=1}^{p-1} \zeta^{-(s-1)j}[k + s - 1] = \zeta^{k j} e_j. \]
Hence, \( J \) is the direct sum of \( J_j \) for \( 1 \leq j \leq p-1 \), and \( J_j \) consists of \( f \in J \) such that \([k]f = \zeta^{k j} f\) for \( k \in \mathbb{Z}/(p-1)\mathbb{Z}\). Thus, we see that \( J_i J_j \subset J_{i+j} \) for \( f \in J_i \) and \( g \in J_j \), since
\[ [k](fg) = ([k]f)([k]g) = \zeta^{ki} f \zeta^{kj} g = \zeta^{k(i+j)}(fg). \]

Set
\[ q = \frac{p^j - 1}{p-1} = \sum_{k=1}^{l} p^{j-k}, \]
\[ p_i = \begin{cases} 1 & \text{if} \ 1 \leq \bar{i} \leq p^{i-1}, \\ p^j & \text{if} \ \sum_{k=1}^{j} p^{j-k} + 1 \leq \bar{i} \leq \sum_{k=1}^{j+1} p^{j-k}, \end{cases} \]
and
\[ y_{i,j} = (p-1) e_j (1 - \langle \bar{i} \rangle z^{p_i}) \]
for \( i, j \in \mathbb{Z} \), where \( \bar{i} = i \ (\text{mod} \ q) \). Note that \( y_{i,j} \) depends only on \( i \ (\text{mod} \ q) \) and \( j \ (\text{mod} \ p-1) \). By the definition of \( y_{i,j} \), we have the equality
\[ y_{i,j} = \begin{cases} (p-1) - \sum_{k=1}^{p-1} z^{a_{i,k}} & \text{if} \ j \equiv 0 \ (\text{mod} \ p-1), \\ -\sum_{k=1}^{p-1} \zeta^{-(k-1)j} z^{a_{i,k}} & \text{otherwise}, \end{cases} \]
where \( a_{i,k} = p_i \alpha^{i-1} \beta^{k-1} \). Therefore, we have
\[ 1 - z^{a_{i,k}} = \frac{1}{p-1} \sum_{j=1}^{p-1} \zeta^{(k-1)j} y_{i,j} \]
for \( k \in \mathbb{Z} \), therefore we have
\[ J = \sum_{i=1}^{q} \sum_{j=1}^{p-1} B y_{i,j} \quad \text{and} \quad J_j = \sum_{i=1}^{q} B y_{i,j} \]
for \( j \in \mathbb{Z} \). Note that \( \langle 1 \rangle \in \mathbb{Z}/p^{l-1}\mathbb{Z} \) acts on \( y_{i,j} \)'s by

\[
y_{1,j}^{(1)} = y_{2,j}, \quad y_{2,j}^{(1)} = y_{3,j}, \quad \ldots, \quad y_{p^{l-1}-1,j}^{(1)} = y_{1,j},
\]

\[
y_{p^{l-1}+1,j}^{(1)} = y_{p^{l-1}+2,j}, \quad y_{p^{l-1}+2,j}^{(1)} = y_{p^{l-1}+3,j}, \quad \ldots, \quad y_{p^{l-1}+p^{l-2}-1,j}^{(1)} = y_{p^{l-1}+1,j},
\]

and so on. Thus, \( y_{q,j} \) is invariant for the action of \( \mathbb{Z}/p^{l-1}\mathbb{Z} \) for \( j \in \mathbb{Z} \). Furthermore, we have

\[
m^* (y_{i,j}) - y_{i,j} \otimes 1 - 1 \otimes y_{i,j} = - \sum_{k=1}^{p-1} \zeta^{-(k-1)j} (1 - z^{a_1,k}) \otimes (1 - z^{a_1,k})
\]

\[
= - \frac{1}{(p-1)^2} \sum_{k=1}^{p-1} \zeta^{-(k-1)j} \sum_{s=1}^{p-1} \zeta^{(k-1)s} y_{i,s} \otimes y_{i,t}
\]

\[
= - \frac{1}{p-1} \sum_{s+t \equiv j \pmod{p-1}} y_{i,s} \otimes y_{i,t},
\]

thus

\[
m^* (y_{i,j}) = y_{i,j} \otimes 1 + 1 \otimes y_{i,j} - \frac{1}{p-1} \sum_{k=1}^{p-1} y_{i,k} \otimes y_{i,j-k}.
\]

By setting \( y_i = y_{i,1} \), we have especially that

\[
m^* (y_i) = y_i \otimes 1 + 1 \otimes y_i - \frac{1}{p-1} \sum_{k=1}^{p-1} y_{i,k} \otimes y_{i,p-k}.
\]

We define elements \( \omega_{i,j,k} \in B \) by

\[
y_k^i = \sum_{j=1}^{q} \omega_{i,j,k} y_{j,k},
\]

that is to say, we have the equality

\[
\begin{pmatrix}
  y_1^k \\
y_2^k \\
\vdots \\
y_q^k
\end{pmatrix}
= \begin{pmatrix}
  \omega_{1,1,k} & \omega_{1,2,k} & \cdots & \omega_{1,q,k} \\
  \omega_{2,1,k} & \omega_{2,2,k} & \cdots & \omega_{2,q,k} \\
  \vdots & \vdots & \ddots & \vdots \\
  \omega_{q,1,k} & \omega_{q,2,k} & \cdots & \omega_{q,q,k}
\end{pmatrix}
\begin{pmatrix}
  y_1,k \\
y_2,k \\
\vdots \\
y_q,k
\end{pmatrix}.
\]

Setting \( M_{p,k} = (\omega_{i,j,k})_{1 \leq i,j \leq q} \), we have the following:
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Lemma 4.2. The matrix $M_{pl,k}$ is formed of

$$M_{pl,k} = \begin{pmatrix}
M_{pl,k,1} & * \\
M_{pl,k,2} & \\
\vdots & \\
O & M_{pl,k,n}
\end{pmatrix},$$

where $M_{pl,k,j}$ is a matrix of size $p^{l-j}$, satisfying $M_{pl,k,j} = M_{pl-1,k,j-1}$ for $2 \leq j \leq l$, and each matrix $M_{pl,k,j}$ is formed of

$$M_{pl,k,j} = \begin{pmatrix}
m_1 & m_2 & m_3 & \cdots & m_{p^{l-j}} \\
m_{p^{l-j}} & m_1 & m_2 & \cdots & m_{p^{l-j}-1} \\
m_{p^{l-j}-1} & m_{p^{l-j}} & m_1 & \cdots & m_{p^{l-j}-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
m_2 & m_3 & m_4 & \cdots & m_1
\end{pmatrix}.$$

Proof. Set

$M_{pl,k,j} = (\omega_{r+i,r+j,k})_{1 \leq i,j \leq p^{l-j}}$ and $M_{pl-1,k,j-1} = (\omega'_{r'+i,r'+j,k})_{1 \leq i,j \leq p^{l-j}}$, where

$$r = \sum_{k=1}^{j-1} p^{l-k} \quad \text{and} \quad r' = \begin{cases}
0 & \text{if } j = 2, \\
\sum_{k=2}^{j-1} p^{l-k} & \text{otherwise}.
\end{cases}$$

Let $z'$, $e'_j$ and $y'_i$ be the $z$, $e_j$ and $y_i$ in the case of replacing $l$ by $l-1$, respectively.

For $1 \leq i \leq p^{l-j}$, we have the equalities

$$y_{r+i}^k = \sum_{s=1}^{q} \omega_{r+i,s} y_{s,k},$$

for $p^{l-j}$, we get

$$= \sum_{s=1}^{p^{l-j}} \omega_{r+i,s} y_{r+s,k} + \left( \text{terms of } z^{p^j}, z^{2p^j}, \ldots \right), \quad (4.1)$$

$$(y'_{r'+i})^k = \sum_{s=1}^{q} \omega'_{r'+i,s} y'_{s,k},$$

for $p'^{l-j}$, we obtain

$$= \sum_{s=1}^{p'^{l-j}} \omega'_{r'+i,s} y'_{r'+s,k} + \left( \text{terms of } (z')^{p'^{l-1}}, (z')^{2p'^{l-1}}, \ldots \right),$$
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\[ y_{r+i,k} = (p-1)e_j \left(1 - (i-1)z^{p^{i-1}}\right), \]

and

\[ y'_{r+i,k} = (p-1)e_j \left(1 - (i-1)(z')^{p^{i-2}}\right), \]

where \( z^{p^i} = 1, (z')^{p^{i-1}} = 1 \). Setting \( Z = z^p \), we have \( Z^{p^{i-1}} = 1 \). Therefore, we identify

\[ y_{r+i,k} = (p-1)e_j \left(1 - (i-1)Z^{p^{i-2}}\right) \]

as \( y'_{r+i,j} \), thus

\[ \omega_{r+i,r+j,k} = \omega'_{r+i,r'+j,k} \quad \text{for} \quad 1 \leq i, j \leq p^{l-j}. \]

Furthermore, by the relation (4.1), we have

\[
\omega_{r+i,r+j,k} = - \left( \text{the coefficient of } z^{\alpha^{r+j-1}} \text{ of } y_{r+i+1}^k \right) \\
= - \sum_{0 \leq e_1, e_2, \ldots, e_k \leq p-2} \zeta^{- (e_1 + \cdots + e_k)} \\
= - \sum_{0 \leq e_1, e_2, \ldots, e_k \leq p-2} \zeta^{- (e_1 + \cdots + e_k)} \\
= - \left( \text{the coefficient of } z^{\alpha^{r+j}} \text{ of } y_{r+i+1}^k \right) \\
= \omega_{r+i+1,r+j+1,k}. 
\]

\[ \square \]

**Lemma 4.3.** For a prime number \( p \) and a positive integer \( l \), the determinant of the matrix

\[
M = \begin{pmatrix}
  m_1 & m_2 & m_3 & \cdots & m_{p^l} \\
  m_{p^l} & m_1 & m_2 & \cdots & m_{p^{l-1}} \\
  m_{p^{l-1}} & m_{p^l} & m_1 & \cdots & m_{p^{l-2}} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  m_2 & m_3 & m_4 & \cdots & m_1
\end{pmatrix}
\]

is...
is given by
\[
\det M \equiv \sum_{i=1}^{p^l} m_i \pmod{p}.
\]

**Proof.** Let \( \omega \) be a primitive \( p^l \)-th root of unity. Setting \( \Omega = (\omega^{(i-1)(j-1)})_{1 \leq i,j \leq p^l} \), we see that
\[
M \Omega = \Omega \begin{pmatrix}
\sum_{i=1}^{p^l} m_i \\
\sum_{i=1}^{p^l} \omega^{i-1} m_i \\
\vdots \\
\sum_{i=1}^{p^l} \omega^{(p^l-1)(i-1)} m_i
\end{pmatrix}.
\]

Since
\[
\det \Omega = \sum_{1 \leq i < j \leq p^l} (\omega^i - \omega^j) \neq 0,
\]
we obtain
\[
\det M = \sum_{j=1}^{p^l} \sum_{i=1}^{p^l} \omega^{(i-1)(j-1)} m_i \equiv \sum_{i=1}^{p^l} m_i \pmod{p}.
\]

\( \square \)

**Proposition 4.4.** We have \( \det M_{p^l,k;j} \equiv k! \pmod{p} \), thus \( \det M_{p^l,k} \equiv (k!)^l \pmod{p} \), and \( M_{p^l,k} \) is invertible for \( 1 \leq k \leq p-1 \).

**Proof.** By Lemma 4.2, it suffices to show that \( M_{p^l,k;1} \equiv k! \pmod{p} \). By setting \( Z = z^{p^l-1} \), we have
\[
y_q = \sum_{k=1}^{p-1} \zeta^{-1}(k-1) \left( 1 - Z^{p^l-1} \right)
\]
with \( Z^p = 1 \). Hence, it can be reduced to the Oort-Tate case, thus \( \omega_{q,q,k} \equiv k! \).
(mod $p$). On the other hand,

$$\omega_{q,q,k} = -(\text{the coefficient of } Z \text{ of } y_q^k)$$

$$= - \sum_{0 \leq n_1, n_2, \ldots, n_k \leq p-2} \zeta^{-(n_1+n_2+\cdots+n_k)}_{1 \equiv \beta^{n_1}+\beta^{n_2}+\cdots+\beta^{n_k} \pmod{p}}$$

$$= - \sum_{j=1}^{p^{j-1}-1} \sum_{0 \leq n_1, n_2, \ldots, n_k \leq p-2} \zeta^{-(n_1+n_2+\cdots+n_k)}_{\alpha^j \equiv \beta^{n_1}+\beta^{n_2}+\cdots+\beta^{n_k} \pmod{p^j}}$$

$$= - \sum_{j=1}^{p^{j-1}-1} \left(\text{the coefficient of } z^{\alpha^j-1} \text{ of } y_q^k\right)$$

$$= \sum_{j=1}^{p^{j-1}-1} \omega_{1,j,k}.$$ 

Therefore, we have

$$\det M_{p^j,k;j} \equiv \sum_{j=1}^{p^{j-1}-1} \omega_{1,j,k} = \omega_{q,q,k} \equiv k! \pmod{p}.$$ 

\[\square\]

For $i, j \in \mathbb{Z}$, we define elements $c_{i,j,k} \in B$ by

$$y_i y_j = \sum_{k=1}^{q} c_{i,j,k} y_k^2.$$ 

Setting

$$F_{ij} = y_i y_j - \sum_{k=1}^{q} c_{i,j,k} y_k^2, \quad F_i = y_i^p - \sum_{j=1}^{q} \omega_{i,j,p} y_j$$

and $M_k^{-1} = (d_{i,j,k})_{1 \leq i,j \leq q}$, we have

$$B[z]/(z^p - 1) = B[y_1, y_2, \ldots, y_q]/\mathfrak{A}$$

with the co-multiplication

$$m^*(y_i) = y_i \otimes 1 + 1 \otimes y_i - \frac{1}{p-1} \sum_{k=1}^{p-1} \left( \sum_{s=1}^{q} d_{i,s,k} y_s^k \otimes \sum_{t=1}^{q} d_{i,t,p-k} y_t^{p-k} \right),$$

where the ideal $\mathfrak{A}$ is given by

$$\mathfrak{A} = \{ F_{ij} \mid 1 \leq i < j \leq q \}, \{ F_i \mid 1 \leq i \leq q \}.$$
The group $\mathbb{Z}/(p-1)\mathbb{Z}$ acts on $\text{Spec } B[y_1, y_2, \ldots, y_q]/\mathbb{Q}$ by $y_i^{\alpha} = \zeta y_i$ under the suitable choice of $\beta$. Now we assume that $x^l - b$ is irreducible in $A[x]$, and $ab = \omega_p \in A$. Set $B_1 = A[u]$, where $u$ is $n$-th root of $b$. We may assume without loss of generality that $u^{\alpha} = \zeta u$. Hence, $u^{-1}y_i$ is $G$-invariant. By the equalities

$$F_{ij}/u^2 = (y_i/u)(y_j/u) - \sum_{k=1}^q c_{i,j,k} \left( y_k/u \right)^2, \quad F_i/u^p = (y_i/u)^p - \frac{1}{b} \sum_{j=1}^q \omega_{i,j,p} \left( y_j/u \right),$$

and

$$m^* \left( \left( \frac{y_i}{u} \right) \right) = \left( \frac{y_i}{u} \right) \otimes 1 + 1 \otimes \left( \frac{y_i}{u} \right) - \frac{b}{p-1} \sum_{k=1}^{p-1} \left( \sum_{s=1}^{q} d_{i,s,k} \left( y_s/u \right)^k \otimes \sum_{t=1}^q d_{i,t,p-k} \left( y_t/u \right)^{p-k} \right),$$

we obtain the Galois descent of $\mathfrak{g}_{p^l, B_1}$ by the action of $\mathbb{Z}/(p-1)\mathbb{Z}$.

In the rest of this section, we assume that $l = 2$ for simplicity, i.e., consider the group scheme $\mathfrak{g}_{p^2, B}$. In this case, we have $q = p + 1$. Let $\zeta_p$ be a primitive $p$-th root of unity. Set $\lambda = \zeta_p - 1$ and $A = \mathbb{Z}_{(p)}[\lambda]$. Now we consider the group scheme

$$G^{(\lambda)} = \text{Spec } A \left[ \frac{X}{\lambda X + 1} \right],$$

with group scheme structure

$$m^*(X) = X \otimes 1 + 1 \otimes X + \lambda X \otimes X.$$

The group scheme $G^{(\lambda)}$ gives the deformation of the additive group $\mathbb{G}_a$ to the multiplicative group $\mathbb{G}_m$, and it is introduced by Sekiguchi, Oort and Suwa [10], and also by Waterhouse [16] independently.

Define a group scheme homomorphism

$$\alpha^{(\lambda)} : G^{(\lambda)} \to \mathbb{G}_{m,A} \quad \text{by} \quad \alpha^{(\lambda)}(x) = \lambda x + 1.$$
Consider the diagram

\[
\begin{array}{c}
G^{(\lambda)} \xrightarrow{\alpha^{(\lambda)}} \mathbb{G}_{m,A} \\
\downarrow \psi \\
G^{(\lambda p)} \xrightarrow{\alpha^{(\lambda p)}} \mathbb{G}_{m,A}
\end{array}
\]

We define the group scheme homomorphism \( \psi \) which makes the above diagram commutative, that is to say,

\[
\psi(x) = \frac{1}{\lambda^p} \{(\lambda x + 1)^p - 1\}.
\]

Then, we have

\[
\psi(x) = \frac{1}{\lambda^p} \left\{(\lambda x)^p + p(\lambda x)^{p-1} + \frac{p}{2}(\lambda x)^{p-2} + \cdots + \frac{p}{p-2}(\lambda x)^2 + p\lambda x\right\}
\]

\[
= x^p + c_1x^{p-1} + c_2x^{p-2} + \cdots + c_{p-2}x^2 + \frac{p}{\lambda^{p-2}}x \quad (\text{ord}_\lambda(c_i) \geq 1)
\]

\[
\equiv x^p - x \pmod{\lambda}.
\]

Thus, we obtain an exact sequence

\[
1 \to \mathbb{Z}/p\mathbb{Z} \to G^{(\lambda)} \xrightarrow{\psi} G^{(\lambda p)} \to 1.
\]

For an \( A \)-scheme \( X \), under the flat topology, we have a long exact sequence

\[
1 \to H^0(X, (\mathbb{Z}/p\mathbb{Z})_X) \to H^0\left(X, G^{(\lambda)}\right) \xrightarrow{H^0(X, \psi)} H^0\left(X, G^{(\lambda p)}\right)
\]

\[
\xrightarrow{\partial} H^1\left(X, (\mathbb{Z}/p\mathbb{Z})_X\right) \to H^1\left(X, G^{(\lambda)}\right) \xrightarrow{H^1(X, \psi)} H^1\left(X, G^{(\lambda p)}\right)
\]

\[
\xrightarrow{\partial} \cdots,
\]

where

\[
H^0\left(X, G^{(\lambda)}\right) = \{ f \in \mathcal{O}_X(X) | \lambda f + 1 \in \mathcal{O}_X(X)^\times \},
\]

\[
H^0\left(X, G^{(\lambda p)}\right) = \{ g \in \mathcal{O}_X(X) | \lambda^p g + 1 \in \mathcal{O}_X(X)^\times \},
\]

\[
H^1\left(X, (\mathbb{Z}/p\mathbb{Z})_X\right) = \{ \text{the isomorphism class of } (\mathbb{Z}/p\mathbb{Z})\text{-torsors over } X \}.
\]
If $X = \text{Spec } A$ with a local ring $A$, then we have $H^1(X, G^{(\lambda)}) = 0$, and the isomorphism of groups

$$\partial : \text{Coker } H^0(X, \psi) \xrightarrow{\sim} H^1(X, (\mathbb{Z}/p\mathbb{Z})_X),$$

where the explicit correspondence is given as follows:

For $g \in \text{Coker } H^0(X, \psi)$, which is represented by $g \in H^0(X, G^{(\lambda)\psi})$, we have the diagram

$$
\begin{array}{ccc}
0 & \to & \mathbb{Z}/p\mathbb{Z} & \to & G^{(\lambda)} & \to & g \in G^{(\lambda)\psi} & \to & 0 \\
\partial g & = & g^* (G^{(\lambda)}) & \to & X & \xrightarrow{\partial} & g & \equiv & 0 \\
\end{array}
$$

by taking fiber product. Thus, we have

$$
\partial g = \text{Spec } A \otimes_{A[X, \frac{1}{\lambda X + 1}]} A \left[ X, \frac{1}{\lambda X + 1} \right] = \text{Spec } A[X]/ \left( \frac{1}{\lambda^p} \{ (\lambda x + 1)^p - 1 \} - g \right).
$$

Let $\omega$ denote the solution for

$$
\frac{1}{\lambda^p} \{ (\lambda x + 1)^p - 1 \} = g.
$$

Set $B_2 = A[\omega]$. The group $\mathbb{Z}/p\mathbb{Z}$ acts on $B_1$ by $(1)\omega = \zeta_p \omega + 1$. We define $\tilde{y}_1, \tilde{y}_2, \ldots, \tilde{y}_p$ by

$$
\begin{pmatrix}
\tilde{y}_1 \\
\vdots \\
\tilde{y}_2 \\
\vdots \\
\tilde{y}_3 \\
\vdots \\
\tilde{y}_p
\end{pmatrix}
\begin{pmatrix}
1 & 1 & 1 & \cdots & 1 \\
\omega & (1)\omega & (2)\omega & \cdots & (p-1)\omega \\
\omega^2 & (1)\omega^2 & (2)\omega^2 & \cdots & (p-1)\omega^2 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\omega^{p-1} & (1)\omega^{p-1} & (2)\omega^{p-1} & \cdots & (p-1)\omega^{p-1}
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4 \\
y_p
\end{pmatrix} = \begin{pmatrix}
\tilde{y}_1 \\
\tilde{y}_2 \\
\vdots \\
\tilde{y}_3 \\
\vdots \\
\tilde{y}_p
\end{pmatrix}.
$$

Since the matrix $(j-1)\omega^{j-1})_{1 \leq i, j \leq p}$ is invertible, the above equation is solved in $y_i$’s. Thus, we obtain the Galois descent of $\mu_{p^2, B_2}$ by the action of $\mathbb{Z}/p\mathbb{Z}$. 
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Now, we assume that $B = A[u,\omega]$, i.e.,

$$B = A[u,\omega],$$

$$B_1 = A[u] \quad \Rightarrow \quad \frac{\mathbb{Z}}{(p-1)\mathbb{Z}} \times \frac{\mathbb{Z}}{p\mathbb{Z}}.$$  

We obtain the Galois descent of $\mu_p^2, B$ by the action of $G$, and the exact sequence

$$1 \to \left(\mu_p^2, B\right)^G \to G(n)_A \xrightarrow{\pi} G(n)_A \to 1,$$

where $p$ is a prime ideal of $\mathbb{Z}[[\zeta]]$ lying over $p$. Therefore, using the same argument as in the previous section, one can compute the torsors for $(\mu_p^2, B)^G$.

One can compute the $(\mu_p^l, B)^G$-torsors for general $l \in \mathbb{Z}$, by considering the Kummer-Artin-Schreier-Witt exact sequence

$$1 \to \mathbb{Z}/p^{l-1}\mathbb{Z} \to \mathcal{W}_{l-1} \to \mathcal{W}_{l-1} \to 1,$$

which is given by Sekiguchi and Suwa [11].

### 4.4 Examples

**Example 4.5** (In case $p' = 3^2$). Let the notation be as in the previous section, and consider the group scheme

$$\mu_{3^2, B} = \text{Spec } B[z]/(z^3 - 1).$$
In this case, we have \((\mathbb{Z}/3^2\mathbb{Z})^\times \cong \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}\). In the multiplicative group \((\mathbb{Z}/3^2\mathbb{Z})^\times\), 4 is of order 3, and 8 is of order 2. Then, we define the action of \((1) \in \mathbb{Z}/3\mathbb{Z}\) and \([1] \in \mathbb{Z}/2\mathbb{Z}\) by

\[
(1)z = z^4 \quad \text{and} \quad [1]z = z^8.
\]

The values of \(q\) and \(p_i\) are given by \(q = 8/2 = 4\), \(p_1 = p_2 = p_3 = 1\), and \(p_4 = 3\), thus we have

\[
\begin{align*}
y_{1,1} &= -z + z^8, & y_{1,2} &= -z - z^8 + 2, \\
y_{2,1} &= -z^4 + z^5, & y_{2,2} &= -z^4 - z^5 + 2, \\
y_{3,1} &= -z^7 + z^2, & y_{3,2} &= -z^7 - z^2 + 2, \\
y_{4,1} &= -z^3 + z^6, & y_{4,2} &= -z^3 - z^6 + 2,
\end{align*}
\]

and we decompose the augmentation ideal \(J\) of \(B[z]/(z^3 - 1)\) into eigenspaces \(J_1\) and \(J_2\) by the action of \(\mathbb{Z}/2\mathbb{Z}\), where \(J_1\) is generated by \(y_{1,1}, y_{2,1}, y_{3,1}, y_{4,1}\) over \(B\) with eigenvalue \(-1\), and \(J_2\) is generated by \(y_{1,2}, y_{2,2}, y_{3,2}, y_{4,2}\) over \(B\) with eigenvalue 1. Matrices \(M_{3z,2}\) and \(M_{3z,3}\) are given by

\[
\begin{pmatrix}
y_1^2 \\
y_2^2 \\
y_3^2 \\
y_4^2
\end{pmatrix} =
\begin{pmatrix}
0 & 0 & -1 & 0 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}
\begin{pmatrix}
y_{1,2} \\
y_{2,2} \\
y_{3,2} \\
y_{4,2}
\end{pmatrix},
\]

and

\[
\begin{pmatrix}
y_1^3 \\
y_2^3 \\
y_3^3 \\
y_4^3
\end{pmatrix} =
\begin{pmatrix}
-3 & 0 & 0 & 1 \\
0 & -3 & 0 & 1 \\
0 & 0 & -3 & 1 \\
0 & 0 & 0 & -3
\end{pmatrix}
\begin{pmatrix}
y_1 \\
y_2 \\
y_3 \\
y_4
\end{pmatrix}.
\]
respectively. Note that $M_{32,1}$ is the identity matrix. Thus, we have

$$M_{32,1} = \text{Spec } B[y_1, y_2, y_3, y_4],$$

with relations

$$y_1 y_2 = y_3^2 - y_1^2, \quad y_1 y_4 = y_3^2 - y_1^2, \quad y_1^3 = -3y_1 + y_4, \quad y_4^3 = -3y_4, \quad (4.2)$$

and

$$y_2 y_3 = y_1^2 - y_2^2, \quad y_2 y_4 = y_1^2 - y_2^2, \quad y_2^3 = -3y_2 + y_4, \quad y_3^3 = -3y_3 + y_4, \quad (4.3)$$

with group scheme structure

$$m^*(y_1) = y_1 \otimes 1 + 1 \otimes y_1 + \frac{1}{2} \left( y_1 \otimes y_2^2 + y_2^2 \otimes y_1 \right),$$

$$m^*(y_2) = y_2 \otimes 1 + 1 \otimes y_2 + \frac{1}{2} \left( y_2 \otimes y_3^2 + y_3^2 \otimes y_2 \right),$$

$$m^*(y_3) = y_3 \otimes 1 + 1 \otimes y_3 + \frac{1}{2} \left( y_3 \otimes y_4^2 + y_4^2 \otimes y_3 \right),$$

$$m^*(y_4) = y_4 \otimes 1 + 1 \otimes y_4 + \frac{1}{2} \left( y_4 \otimes y_3^2 + y_3^2 \otimes y_4 \right).$$

Note that the latter six relations (4.3) are obtained by the first four relations (4.2) by action of $\mathbb{Z}/3\mathbb{Z}$. For example, the relation $y_2 y_3 = y_1^2 - y_2^2$ is obtained by $y_1^{(1)} y_2^{(1)} = (y_3^{(1)})^2 - (y_4^{(1)})^2$. Thus, the first four relations (4.2) are essential.

Formulas for $m^*(y_2)$ and $m^*(y_3)$ are also obtained by $m^*(y_1)$.

**Example 4.6** (In case $p' = 3^2$). Consider the group scheme

$$\mathfrak{g}_{32', B} = \text{Spec } B[z]/(z^3 - 1).$$

In this case, we have $(\mathbb{Z}/3^2\mathbb{Z})^\times \cong \mathbb{Z}/3^2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. In the multiplicative group $(\mathbb{Z}/3^2\mathbb{Z})^\times$, 4 is of order $3^2$, and 26 is of order 2. Then, we define the action of $\langle 1 \rangle \in \mathbb{Z}/3^2\mathbb{Z}$ and $\langle 1 \rangle \in \mathbb{Z}/2\mathbb{Z}$ by

$$\langle 1 \rangle z = z^4 \quad \text{and} \quad [1] z = z^{26}. $$
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The values of $q$ and $p_i$ are given by $q = 26/2 = 13$, $p_1 = p_2 = \cdots = p_9 = 1$, $p_{10} = p_{11} = p_{12} = 3$, and $p_{13} = 9$. Then, $y_{i,j}$'s are given by

\[
\begin{align*}
y_{1,1} &= -z + z^{26}, & y_{1,2} &= -z - z^{26} + 2, \\
y_{2,1} &= -z^4 + z^{23}, & y_{2,2} &= -z^4 - z^{23} + 2, \\
y_{3,1} &= -z^{16} + z^{11}, & y_{3,2} &= -z^{16} - z^{11} + 2, \\
y_{4,1} &= -z^{10} + z^{17}, & y_{4,2} &= -z^{10} - z^{17} + 2, \\
y_{5,1} &= -z^{13} + z^{14}, & y_{5,2} &= -z^{13} - z^{14} + 2, \\
y_{6,1} &= -z^{25} + z^2, & y_{6,2} &= -z^{25} - z^2 + 2, \\
y_{7,1} &= -z^{19} + z^8, & y_{7,2} &= -z^{19} - z^8 + 2, \\
y_{8,1} &= -z^{22} + z^5, & y_{8,2} &= -z^{22} - z^5 + 2, \\
y_{9,1} &= -z^7 + z^{20}, & y_{9,2} &= -z^7 - z^{20} + 2, \\
y_{10,1} &= -z^3 + z^{24}, & y_{10,2} &= -z^3 - z^{24} + 2, \\
y_{11,1} &= -z^{12} + z^{15}, & y_{11,2} &= -z^{12} - z^{15} + 2, \\
y_{12,1} &= -z^{21} + z^6, & y_{12,2} &= -z^{21} - z^6 + 2, \\
y_{13,1} &= -z^9 + z^{18}, & y_{13,2} &= -z^9 - z^{18} + 2,
\end{align*}
\]

and we decompose $J$ into eigenspaces $J_1$ and $J_2$ by the action of $\mathbb{Z}/2\mathbb{Z}$, where $J_1$ is generated by $y_{1,1}, y_{2,1}, \ldots, y_{13,1}$ over $B$ with eigenvalue $-1$, and $J_2$ is generated by $y_{1,2}, y_{2,2}, \ldots, y_{13,2}$ over $B$ with eigenvalue $1$. Matrices $M_{3^2,2}$ and $M_{3^3,3}$ are
given by

\[
\begin{pmatrix}
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
\end{pmatrix}
\]
and
\[
\begin{pmatrix}
-3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & -3 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
respectively. Thus, we have
\[
\mathbf{\mu}_{33,B} = \text{Spec } B[y_1, y_2, \ldots, y_{13}],
\]
with relations
\[
\begin{align*}
y_1y_2 &= y_3^2 - y_{11}^2, \quad y_2y_3 = y_4^2 - y_{12}^2, \quad \ldots, \quad y_9y_1 = y_2^2 - y_{10}^2, \\
y_1y_3 &= y_5^2 - y_{12}^2, \quad y_2y_4 = y_9^2 - y_{10}^2, \quad \ldots, \quad y_9y_2 = y_7^2 - y_{11}^2, \\
y_1y_4 &= y_7^2 - y_{13}^2, \quad y_2y_5 = y_8^2 - y_{13}^2, \quad \ldots, \quad y_9y_3 = y_6^2 - y_{13}^2, \\
y_1y_5 &= y_9^2 - y_{12}^2, \quad y_2y_6 = y_1^2 - y_{10}^2, \quad \ldots, \quad y_9y_4 = y_8^2 - y_{11}^2, \\
y_1y_6 &= y_5^2 - y_{12}^2, \quad y_2y_7 = y_4^2 - y_{10}^2, \quad \ldots, \quad y_9y_10 = y_5^2 - y_9, \\
y_1y_7 &= y_3^2 - y_{12}^2, \quad y_2y_8 = y_1^2 - y_{12}^2, \quad \ldots, \quad y_9y_11 = y_2^2 - y_5, \\
y_1y_8 &= y_5^2 - y_{12}^2, \quad y_2y_9 = y_4^2 - y_{12}^2, \quad \ldots, \quad y_9y_12 = y_2^2 - y_9, \\
y_1y_9 &= y_7^2 - y_{12}^2, \quad y_2y_{10} = y_2^2 - y_{12}^2, \quad \ldots, \quad y_9y_11 = y_2^2 - y_5, \\
y_1y_{10} &= y_4^2 - y_{12}^2, \quad y_2y_{11} = y_4^2 - y_{12}^2, \quad \ldots, \quad y_9y_{10} = y_4^2 - y_5.
\end{align*}
\]
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\[ y_{1}y_{13} = y_{2}^{2} - y_{2}^{2}, \quad y_{2}y_{13} = y_{5}^{2} - y_{5}^{2}, \quad \ldots, \quad y_{9}y_{13} = y_{2}^{2} - y_{1}^{2}, \]
\[ y_{10}y_{11} = y_{12}^{2} - y_{13}^{2}, \quad y_{11}y_{12} = y_{10}^{2} - y_{13}^{2}, \quad y_{12}y_{10} = y_{11}^{2} - y_{13}^{2}, \]
\[ y_{10}y_{13} = y_{12}^{2} - y_{10}^{2}, \quad y_{11}y_{13} = y_{10}^{2} - y_{11}^{2}, \quad y_{12}y_{13} = y_{11}^{2} - y_{12}^{2}, \]
\[ y_{1}^{3} = -3y_{1} + y_{10}, \quad y_{2}^{3} = -3y_{2} + y_{11}, \quad \ldots, \quad y_{9}^{3} = -3y_{9} + y_{12}, \]
\[ y_{10}^{3} = -3y_{10} + y_{13}, \quad y_{11}^{3} = -3y_{11} + y_{13}, \quad \ldots, \quad y_{12}^{3} = -3y_{12} + y_{13}, \]
\[ y_{13}^{3} = -3y_{13}. \]

with group scheme structure

\[ m^*(y_{1}) = y_{1} \otimes 1 + 1 \otimes y_{1} + \frac{1}{2} (y_{1} \otimes y_{2}^{2} + y_{2}^{2} \otimes y_{1}), \]
\[ m^*(y_{2}) = y_{2} \otimes 1 + 1 \otimes y_{2} + \frac{1}{2} (y_{2} \otimes y_{6}^{2} + y_{6}^{2} \otimes y_{2}), \]
\[ \vdots \]
\[ m^*(y_{1}) = y_{9} \otimes 1 + 1 \otimes y_{9} + \frac{1}{2} (y_{9} \otimes y_{12}^{2} + y_{12}^{2} \otimes y_{9}), \]
\[ m^*(y_{10}) = y_{3} \otimes 1 + 1 \otimes y_{3} + \frac{1}{2} (y_{10} \otimes y_{11}^{2} + y_{11}^{2} \otimes y_{10}), \]
\[ m^*(y_{11}) = y_{3} \otimes 1 + 1 \otimes y_{3} + \frac{1}{2} (y_{11} \otimes y_{12}^{2} + y_{12}^{2} \otimes y_{11}), \]
\[ m^*(y_{12}) = y_{3} \otimes 1 + 1 \otimes y_{3} + \frac{1}{2} (y_{12} \otimes y_{10}^{2} + y_{10}^{2} \otimes y_{12}), \]
\[ m^*(y_{13}) = y_{13} \otimes 1 + 1 \otimes y_{13} + \frac{1}{2} (y_{13} \otimes y_{13}^{2} + y_{13}^{2} \otimes y_{13}). \]

**Example 4.7** (In case \( p^l = 5^2 \)). Consider the group scheme

\[ \mathfrak{m}_{5^2, B} = \text{Spec} B[z]/(z^{5^2} - 1). \]

In this case, we have \((\mathbb{Z}/5^2\mathbb{Z})^\times \cong \mathbb{Z}/5\mathbb{Z} \times \mathbb{Z}/4\mathbb{Z}\). In the multiplicative group \((\mathbb{Z}/5^2\mathbb{Z})^\times \), 6 is of order 5, and 7 is of order 4. Then, we define the action of \((1) \in \mathbb{Z}/5\mathbb{Z}\) and \([1] \in \mathbb{Z}/4\mathbb{Z}\) by

\[ (1)z = z^6 \quad \text{and} \quad [1]z = z^7. \]
The values of $q$ and $p_i$ are given by $q = 24/4 = 6$, $p_1 = p_2 = p_3 = p_4 = p_5 = 1$, and $p_6 = 5$. Then, $y_{i,j}$’s are given by

\[ y_{1,1} = -z + \zeta z^7 + z^{24} + \zeta z^{18} , \quad y_{1,2} = -z + z^7 - z^{24} + z^{18} , \]
\[ y_{1,3} = -z - \zeta z^7 + z^{24} + \zeta z^{18} , \quad y_{1,4} = -z - z^7 - z^{24} - z^{18} + 4 , \]
\[ y_{2,1} = -z^6 + \zeta z^{17} + z^{19} - \zeta z^8 , \quad y_{2,2} = -z^6 - z^{19} + z^{17} + z^8 , \]
\[ y_{2,3} = -z^6 - \zeta z^{17} + z^{19} + \zeta z^8 , \quad y_{2,4} = -z^6 - z^{17} - z^{19} - z^8 + 4 , \]
\[ y_{3,1} = -z^{11} + \zeta z^2 + z^{14} - \zeta z^{23} , \quad y_{3,2} = -z^{11} + z^2 - z^{14} + z^{23} , \]
\[ y_{3,3} = -z^{11} - \zeta z^2 + z^{14} + \zeta z^{23} , \quad y_{3,4} = -z^{11} - z^2 - z^{14} - z^{23} + 4 , \]
\[ y_{4,1} = -z^{16} + \zeta z^{12} + z^9 - \zeta z^{13} , \quad y_{4,2} = -z^{16} + z^{12} - z^9 + z^{13} , \]
\[ y_{4,3} = -z^{16} - \zeta z^{12} + z^9 + \zeta z^{13} , \quad y_{4,4} = -z^{16} - z^{13} - z^{12} - z^9 + 4 , \]
\[ y_{5,1} = -z^{21} + \zeta z^{22} + z^4 - \zeta z^3 , \quad y_{5,2} = -z^{21} + z^{22} - z^4 + z^3 , \]
\[ y_{5,3} = -z^{21} - \zeta z^{22} + z^4 + \zeta z^3 , \quad y_{5,4} = -z^{21} - z^{22} - z^4 - z^3 + 4 , \]

and

\[ y_{6,1} = -z^5 + \zeta z^{10} + z^{20} - \zeta z^{15} , \quad y_{6,2} = -z^5 + z^{10} - z^{20} + z^{15} , \]
\[ y_{6,3} = -z^5 - \zeta z^{10} + z^{20} + \zeta z^{15} , \quad y_{6,4} = -z^5 - z^{10} - z^{20} - z^{15} + 4 . \]

where $\zeta$ is a primitive fourth root of unity. We decompose $J$ into eigenspaces $J_1, J_2, J_3, J_4$ by the action of $\mathbb{Z}/4\mathbb{Z}$, where $J_k$ is generated by $y_{i,k}$’s for $1 \leq i \leq 6$ over $B$, with eigenvalue $\zeta^k$. Matrices $M_{i,j,2}$,$M_{i,j,3}$,$M_{i,j,4}$,$M_{i,j,5}$ are given by

\[
M_{5^2,2} = \begin{pmatrix}
0 & -2\zeta & 1 & 0 & 0 & 0 \\
0 & 0 & -2\zeta & 1 & 0 & 0 \\
0 & 0 & 0 & -2\zeta & 1 & 0 \\
1 & 0 & 0 & 0 & -2\zeta & 0 \\
-2\zeta & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -2\zeta + 1
\end{pmatrix},
\]
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respectively. One can give explicit relations among $y_{i,j}$'s and group scheme structure.
Appendix

In this appendix, we give an outline of a proof which we apply the push-down and the pull-back theory to the torsors of schemes.

**Push-Down of Torsors**

Let $G$ be a commutative group scheme over $X$, and $Y/X$ a $G$-torsor. For a group homomorphism $\varphi : G \to G'$, we obtain the $G'$-torsor on $X$ as follows, by the same argument with the push-down in extensions of groups: Consider the diagram

\[
\begin{array}{ccc}
G \ar@{~}[d] \ar@{~}[r]_{\varphi} & Y \ar@{~}[r]^{\pi} & X, \\
G' \ar@{~}[d] \ar@{~}[r]_{\varphi'} & \varphi_* Y \ar@{~}[r]^{\pi'} & X \\
\end{array}
\]

where we assume that there exists the quotient

\[\varphi_* Y = G' \times Y / \{ (\varphi g, -g) \mid g \in G \}\]

as a scheme, and the morphisms $\varphi$ and $\pi'$ are defined by

\[\varphi(y) = (0, y) \quad \text{and} \quad \pi'((g', y)) = \pi(y)\]

for any local sections $y \in Y$, $g' \in G'$, and $G'$ acts on $\varphi_* Y$ by

\[g' (g'', y) = (g' + g'', y).\]
Then, one can check that $\tilde{\pi}$ is well defined and the diagram is commutative, i.e.,

$$\tilde{\varphi}(gy) = \varphi(g\tilde{y}) \quad \text{and} \quad \tilde{\pi} \circ \tilde{\varphi} = \pi.$$ 

Moreover, we have

$$(\tilde{\pi})^{-1}(\pi y) = (G', Gy) = (\varphi(G) + G', y) = (G', y) \simeq G'.$$

Therefore, we see that $\varphi_* Y$ is a $G'$-torsor on $X$.

**Pull-Back of Torsors**

Let $G$ be a group, and $Y/X$ a $G$-torsor. For a morphism $f : X' \to X$, we obtain the $G$-torsor on $X'$ as follows, as in the same argument as the pull-back in extensions of groups: Consider the diagram

$$\begin{array}{ccc}
G & \xrightarrow{f^*Y} & X' \\
\downarrow & & \\
G & \xrightarrow{Y} & X
\end{array}$$

where $f^*Y = Y \times_X X'$, the morphisms $p_1$ and $p_2$ are projections, and $G$ acts on $f^*Y$ by

$$g(y, x') = (gy, x').$$

Then, we see that the action of $G$ commutes with the projection $p_1$, and $f^*Y$ is a $G$-torsor on $X'$. 
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