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Notation

- A ring means a commutative ring with unity.
- $n$: a positive integer
- $m = \phi(n)$: the value of the Euler function $\phi$
- $G$: a cyclic group of order $n$ with a generator $\sigma_0$
- $\text{Spec } B/\text{Spec } A$: a $G$-torsor
- $\zeta$: a primitive $n$-th root of unity
- $R^*$: the group of inverse elements in a ring $R$
- $\mathbb{G}_{m,R}$: the multiplicative group scheme over a ring $R$
- $\mu_{n,R}$: the group scheme over a ring $R$ of the $n$-th root of unity
Chapter 1

Introduction

The aim of this thesis is to determine the torsors for the finite group schemes $G_{a,b}$ of order $p$, which were classified by John Tate and Frans Oort. Roughly speaking, $X$ is a torsor for $G_{a,b}$ if $X$ is locally isomorphic to $G_{a,b}$ with respect to the flat topology on the base scheme of $G_{a,b}$.

The concept of torsors has its origin in Galois theory. The ideas of Galois theory have been developed by many mathematicians such as Newton, Lagrange, Galois, Kronecker, Artin and Grothendieck. In classical Galois theory, the fundamental result is the Galois correspondence between the intermediate fields of a finite Galois extension $K/k$ and the subgroups of its Galois group $\text{Gal}(K/k)$. The Galois correspondence was developed to the one between the intermediate separable extensions of $k$ and the closed subgroups of $\text{Gal}(k^{\text{sep}}/k)$ with the profinite topology. From the viewpoint of geometry, Galois theory gives the correspondence between the covering spaces of a topological manifold $V$ and the fundamental groups of $V$. Galois theory for schemes classifies the finite étale coverings of a connected scheme $X$ in terms of
the fundamental group $\pi(X)$. Furthermore, this concept is generalized to the notion of torsors for group schemes.

The description of torsors can be regarded as the inverse problem of Galois theory for group schemes. The inverse Galois problem asks whether or not a finite group $G$ occurs as a Galois group of some extensions $K$ over $k$. The inverse Galois problem for schemes asks whether a group scheme $G$ occurs as a torsor over a scheme $X$.

One of the excellent solutions to the inverse Galois problem is given by Kummer theory. Let $X$ be a scheme and $n$ a positive integer that is coprime to the characteristic of the residue field $k(x)$ for all $x \in X$. We denote by $\mathbb{G}_{m,X}$ the multiplicative group scheme over $X$. We have an exact sequence of abelian sheaves on $X_{\acute{e}t}$

$$1 \longrightarrow \mu_n,X \longrightarrow \mathbb{G}_{m,X} \xrightarrow{n} \mathbb{G}_{m,X} \longrightarrow 1,$$

where the morphism $n : \mathbb{G}_{m,X} \rightarrow \mathbb{G}_{m,X}$ is given by raising to the $n$-th power and $\mu_n,X$ is its kernel of the morphism $n : \mathbb{G}_{m,X} \rightarrow \mathbb{G}_{m,X}$. This is called the Kummer sequence. If $X$ is a scheme over a strictly local ring $A$ such that $n \in A$ is invertible, then $\mu_n,X$ is (noncanonically) isomorphic to the constant sheaf $\mathbb{Z}/n\mathbb{Z}$ on $X$. Hence the Kummer sequence yields the long exact sequence

$$0 \longrightarrow \Gamma(X, \mathbb{Z}/n\mathbb{Z}) \longrightarrow \Gamma(X, \mathbb{G}_{m,X}) \xrightarrow{n} \Gamma(X, \mathbb{G}_{m,X}) \xrightarrow{n} \Gamma(X, \mathbb{G}_{m,X}) \longrightarrow \cdots.$$ 

Note that $\Gamma(X, \mathbb{G}_{m,X}) = \Gamma(X, \mathcal{O}_X^*)$ and $\mathrm{H}^1_{\acute{e}t}(X, \mathbb{G}_{m,X}) = \mathrm{Pic}(X)$. Then we obtain an exact sequence

$$0 \longrightarrow \Gamma(X, \mathcal{O}_X^*)/\Gamma(X, \mathcal{O}_X^*)^n \longrightarrow \mathrm{H}^1_{\acute{e}t}(X, \mathbb{Z}/n\mathbb{Z}) \longrightarrow \mathrm{Pic}(X)[n] \longrightarrow 0.$$
In particular, we consider the case that \( X = \text{Spec} \, k \), where \( k \) is a field containing a primitive \( n \)-th root \( \zeta \) of unity. By Hilbert theorem 90, we get an isomorphism

\[ k^* / (k^*)^n \cong H^1_{\text{ét}}(X, \mathbb{Z}/n\mathbb{Z}), \]

which explicitly describes the cyclic extensions of degree \( n \) over \( k \).

In this thesis, we denote by \( n \) a positive integer, by \( m = \phi(n) \) the value of the Euler function and by \( G \) a cyclic group of order \( n \) with a generator \( \sigma_0 \). Let \( \text{Spec} \, B / \text{Spec} \, A \) be a \( G \)-torsor. We suppose that \( B \) is a free \( A \)-module. Let \( \zeta \) be a primitive \( n \)-th root of unity and \( I \) the representation matrix of the action of \( \zeta \) on \( \mathbb{Z}[\zeta] \) by the multiplication for the standard basis of a \( \mathbb{Z} \)-module \( \mathbb{Z}^m \). Then we can define the canonical \( G \)-action on \( B [x_1, \ldots, x_m, 1/\prod_{i=1}^m x_i] \) by \( (x_1, \ldots, x_m)^{\sigma_0} := (x_1, \ldots, x_m)^I \)

and on \( B \) by the Galois action. (See Definition 5 for details.) Galois descent theory for \( G^m_B \) yields a group scheme over \( A \), which we call a cyclotomic twisted torus of degree \( n \) and denote it by \( G(n)_A \). Then the cyclotomic twisted torus can be written explicitly:

**Assertion 1.** (Theorem 3.2.1.) There exist an ideal \( \mathfrak{A} \) given explicitly and \( G \)-invariant parameters \( \xi_1, \ldots, \xi_n \) such that

\[ G(n)_A = \text{Spec} \, A[\xi_1, \ldots, \xi_n]/\mathfrak{A}. \]

A cyclotomic twisted torus is canonically isomorphic to the intersection of the kernel of norm maps. We denote by \( \text{Res}_{B/A} \mathbb{G}_{m,B} \) the Weil restriction of the group scheme \( \mathbb{G}_{m,B} \) to \( A \). For each positive integer \( \ell \) dividing \( n \), we define \( B_\ell = B^{\langle \sigma_0^{n/\ell} \rangle} \subset B \) and denote by \( \text{Nm}_\ell : \text{Res}_{B/A} \mathbb{G}_{m,B} \to \text{Res}_{B_\ell/A} \mathbb{G}_{m,B_\ell} \) the norm map from \( B \) to \( B_\ell \). The group scheme \( T(n)_A := \cap_{\ell | n} \text{Ker}(\text{Nm}_\ell) \subset \text{Res}_{B/A} \mathbb{G}_{m,B} \) is introduced to cryptologists.
by K. Rubin and A. Silverberg [13, 14]. They pointed out that this group scheme $T(n)_A$ is a twisted torus. However, it is curious that any explicit expression of such twisted tori can not be found in literature. Our second assertion is that the group scheme $T(n)_A$ is nothing but the cyclotomic twisted torus $G(n)_A$.

**Assertion 2.** (Theorem 3.4.1.) There exists the canonical isomorphism $G(n)_A \cong T(n)_A$.

Note that the assertion above is relative to consequences by B. Mazur, K. Rubin and A. Silverberg [9].

We assume that $n$ is greater than or equal to 2. Let $p \in \mathbb{Z}$ be a prime number with $n|(p - 1)$. By $n|(p - 1)$, $p$ is completely decomposed in the number field $\mathbb{Q}(\zeta)/\mathbb{Q}$. We suppose that prime ideals $p$ lying above $p$ are principal, namely, there exists $\theta \in \mathbb{Z}[\zeta]$ such that $p = (\theta)$ for each $p \subset \mathbb{Z}[\zeta]$. By $\mathbb{Z}[\zeta] \subset \text{End}(\mathbb{G}_{m,B})$, we can regard $\theta$ as an endomorphism on $\mathbb{G}_{m,B}$. Hence we have

$$1 \rightarrow \text{Ker} \theta \rightarrow \mathbb{G}_{m,B}^m \stackrel{\theta}{\rightarrow} \mathbb{G}_{m,B}^m \rightarrow 1.$$
From the long exact sequence above, T. Sekiguchi and Y. Toda [16] described torsors for \( \text{Ker} \theta \) in terms of the first cohomology group \( H^1(\text{Spec } A, \text{Ker} \theta) \).

In particular, we consider the case of \( n = p - 1 \). Assume that there exists an \( n \)-th root \( u \in B \) of \( b \in A \). Let \( B = A[u] \). Then T. Sekiguchi and Y. Toda pointed out that

\[
(\mu_p, B)^G \cong G_{a,b},
\]

where \( G_{a,b} \) is a finite group scheme of order \( p \) classified by F. Oort and J. Tate [11]. Note that \( \text{Ker} \theta \cong \mu_{p,B} \). We have a short exact sequence by the sequence (1.1):

\[
1 \longrightarrow G_{a,b} \longrightarrow \mathbb{G}(n)_A \overset{\theta}{\longrightarrow} \mathbb{G}(n)_A \longrightarrow 1,
\]

which we call the Kummer sequence for cyclotomic twisted tori. Then using the exact sequence above, T. Sekiguchi and Y. Toda described torsors for \( G_{a,b} \) in the paper [16]. We call their consequence Kummer theory for cyclotomic twisted tori in the principal case.

In this thesis, we consider torsors for the finite group scheme \( G_{a,b} \) of order \( p \). We need not assume that the prime ideal \( p \) is principal. We consider homomorphisms defined by ideals of the endomorphism ring on \( G(n)_A \). T. Sekiguchi and Y. Toda proved that \( \mathbb{Z}[\zeta] \cong \text{End}(\mathbb{G}(n)_A) \) in [16]. Let \( a \subset \mathbb{Z}[\zeta] \) be a non-zero ideal. There exists \( \xi, \eta \in \mathbb{Z}[\zeta] \) such that \( a = (\xi, \eta) \). We define a homomorphism \( \psi_a \) from \( \mathbb{G}(n)_A \) to \( \mathbb{G}(n)_A \times \mathbb{G}(n)_A \) by the ideal \( a \subset \mathbb{Z}[\zeta] \). We denote by \( \mathbb{G}(n)_A[a] \) the kernel of the homomorphism \( \psi_a \). Then we have the assertion of the order of \( \mathbb{G}(n)_A[a] \):

**Assertion 3.** *(Theorem 5.1.1) For each unramified ideal \( a \subset \mathbb{Z}[\zeta] \), we have

\[
|\mathbb{G}(n)_A[a]| = \text{Nm}_{\mathbb{Q}[\zeta]/\mathbb{Q}} a.
\]
Note that $\mathbb{G}(n)_A[a]$ is independent of the choice of the generators of the ideal $a$ (see Lemma 11). We provide the following exact sequence, which plays a key role to describe torsors. Here, let $\theta'$ be an element of $\mathbb{Z}[\zeta]$ such that $p = (p, \theta')$.

**Assertion 4.** (cf. Theorem 5.2.1) For $p = (p, \theta')$, there exists a homomorphism $\psi$ such that the following sequence is exact as sheaves of groups on $(\text{Spec } B)_{\text{flat}}$:

$$1 \longrightarrow \text{Ker} \psi_p \longrightarrow \mathbb{G}_{m,B}^m \xrightarrow{\psi_p} \mathbb{G}_{m,B}^m \times \mathbb{G}_{m,B}^m \longrightarrow \text{Ker} \psi \longrightarrow 1.$$

Therefore we obtain the exact sequence

$$1 \to \text{Ker} \psi_p \to \mathbb{G}_{m,B}^m \xrightarrow{\psi_p} \text{Ker} \psi \to 1.$$

We will give the defining equations of $\text{Ker} \psi$ (see Appendix A.2). Here, we denote by $\text{Ker} \psi_p$ and $\text{Ker} \psi$ the Galois descent of $\text{Ker} \psi_p$ and $\text{Ker} \psi$ respectively. The Galois descent yields the exact sequence

$$1 \to \text{Ker} \psi_p \to \mathbb{G}(n)_A \xrightarrow{\psi_p} \text{Ker} \psi \to 1.$$

Then we describe torsors for $\text{Ker} \psi_p$ by computing the first cohomology group $H^1(\text{Spec } A, \text{Ker} \psi_p)$. In particular, when $n = p - 1$, we have

$$\text{Ker} \psi_p = (\mu_{p,B})^G = G_{a,b}.$$

Then we get the exact sequence

$$1 \to G_{a,b} \to \mathbb{G}(n)_A \to \text{Ker} \psi \to 1,$$

which we call the Kummer sequence for cyclotomic twisted tori in the general case.

Thus we obtain the description of $G_{a,b}$-torsors in the non-principal case. We call the consequence above Kummer theory for cyclotomic twisted tori in the general case.
This thesis consists of five chapters.

In Chapter 2, we give a short review of the Galois descent for affine group schemes and the Weil restriction.

In Chapter 3, we define the cyclotomic twisted torus. We give its coordinate ring explicitly and some examples. Finally we prove the second assertion, namely, we give the canonical isomorphism between $G(n)_A$ and $T(n)_A$.

In Chapter 4, we briefly review the description of $G_{a,b}$-torsors by T. Sekiguchi and Y. Toda [16].

In Chapter 5, we show Assertion 3, which is the claim of the order of the kernel of a homomorphism defined by an ideal of $\mathbb{Z}[[\zeta]] \cong \text{End} G(n)_A$. Then we prove Assertion 4 and we compute $G_{a,b}$-torsors explicitly using Assertion 4.

As Appendix A.1, we give an elementary proof of a result on a cyclotomic polynomial, which is crucial in our proof of the second assertion. Let $n = p_1^{e_1} p_2^{e_2} \cdots p_r^{e_r}$ be the factorization of $n$ into prime numbers. For each $p_i$, we set $F_i(X) = (X^n - 1)/(X^{n/p_i} - 1)$. Then the greatest common divisor of $F_i$’s is obviously the cyclotomic polynomial $\Phi_n(X)$:

**Assertion 5.** (Lemma 10, Proposition 15.) There exist polynomials $A_i(X) \in \mathbb{Z}[X]$ for $i = 1, \ldots, r$ such that $\Phi_n(X) = \sum_{i=1}^{r} A_i(X) F_i(X)$.

Note that this fact is already given by N. G. de Bruijn [3] in a completely different way. At the end of this thesis, we describe the defining equations of the subgroup scheme $\text{Ker } \psi$ of $\mathbb{G}^m_{m,B} \times \mathbb{G}^m_{m,B}$.

Finally, we add a few comments. L. G. Roberts [12] considers $G_{a,b}$-torsors in the case where the base ring of $G_{a,b}$ is the ring of integers of a local number field. And
F. Andreatta and C. Gasbarri [2] describe $G_{a,b}$-torsors in the case where the base ring of the finite group scheme $G_{a,b}$ is a complete discrete valuation ring of the residue characteristic $p$, and $b$ admits a $(p - 1)$-th root in $\mathbb{F}_p$. 
Chapter 2

Preliminaries

In this chapter, we recall the Galois descent for affine group schemes and the Weil restriction. We give the Galois descent theory in the case of affine group schemes. Next we define the Weil restriction. We consider the one of an affine group scheme and give some examples. For details of the faithfully flat descent and the Galois descent, one can refer to U. Görtz and T. Wedhorn [6] and W. C. Waterhouse [21]. For details of the Weil restriction, one can refer to A. Weil [22], M. Demazur and P. Gabriel [5] and W. C. Waterhouse [21].

2.1 Galois descent

Let $G$ be a finite group of order $n$. We let Spec$B$/Spec$A$ be a $G$-torsor. We denote the $G$-action on $B$ by $x \mapsto x^\sigma$ for any $x \in B$ and any $\sigma \in G$. Then we know that $B$ is a faithfully flat $A$-algebra and $B$ has a $G$-action over $A$ such that $\varphi : B \otimes_A B \xrightarrow{\sim} B \otimes_A \prod_G A;\ b_1 \otimes b_2 \mapsto \sum_\alpha b_1^\alpha b_2^\sigma \otimes e_\sigma$, where $e_\sigma$ is the element of $\prod_G A$ whose entries are zero except 1 at $\sigma$. 
Furthermore we suppose that $B$ is a free $A$-module. Note that if $A$ is a principal ideal normal domain, then $B$ is automatically a free $A$-module (see [4], Chap. 5, § 1, no 7, Cor. 2 to Prop. 18). Let $\{\omega_1, \ldots, \omega_n\}$ be a free basis of $A$-module $B$. Then $\varphi(1 \otimes \omega_i) = (\omega^\sigma_i)_{\sigma \in G}$. Therefore $\Delta = \Delta(\omega_1, \ldots, \omega_n) := \det(\omega^\sigma_i)_{i,\sigma}$ is an invertible element of $B$. Note that $B \supset B^G := \{x \in B \mid x^\sigma = x \ \forall \sigma \in G\} = A$. Let $C$ and $C'$ be $B$-algebras. For any element $\sigma \in G$ and any morphism $\varphi : \text{Spec } C \to \text{Spec } C'$ over $B$, we denote by

$$
\varphi^\sigma : \left\{ \text{Spec } C \xrightarrow{\varphi} \text{Spec } C' \right\} \times_{\text{Spec } B} \left\{ \text{Spec } B \xrightarrow{\text{Spec } \sigma} \text{Spec } B \right\}
$$

the morphism induced from $\varphi$ by taking the base change $\text{Spec } B \xrightarrow{\text{Spec } \sigma} \text{Spec } B$.

Now let $G = \text{Spec } C$ be an affine group scheme over $B$. We assume that for any element $\sigma \in G$, $\rho_\sigma : G \to G^\sigma$ is a $B$-isomorphism of $B$-group schemes. If these isomorphisms satisfy the condition

$$
\rho^\sigma_\tau \circ \rho_\sigma = \rho_{\sigma \tau} \ \forall \sigma, \tau \in G,
$$

then there exists uniquely, up to isomorphism, a group scheme $G_0$ over $A$ such that $G_0 \times_{\text{Spec } A} \text{Spec } B \cong \mathcal{G}$. This group scheme $G_0$ is called the Galois descent of $\mathcal{G}$ by $G$.

In fact, $G_0$ is given as follows: For any $\sigma \in G$, we denote the composition $C \to C \otimes_B (\sigma, B)^{\rho_\sigma} \to C$ again by $\rho_\sigma^* : C \to C$. Then this gives a $G$-action on $C$, and the $G$-invariant subring $C^G \subset C$ yields the Galois descent $G_0 = \text{Spec } C^G$ of $G$. In the sequel, abusing the terminology, we denote $(\rho_\sigma)^*$ simply by $\sigma$. For an $A$-algebra $C$, we also denote the automorphism $\text{id}_C \otimes \sigma$ of $C \otimes_A B$ simply by $\sigma$. 
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2.2 Weil restriction

We recall the Weil restriction. An useful tool of “realification” of a complex linear space is generalized to an operation in the theory of schemes, calling the Weil restriction.

Let $S$ be a scheme and $S_{fl}$ be the flat site $((\text{Sch}/S),\text{cov}(\text{Sch}/S)_{fppf})$. Moreover, we let $X$ be an $S$-scheme. For each $S$-scheme $U$, we define $\mathcal{F}(U)$ by

$$\mathcal{F}(U) = X(U) = \text{Hom}_S(U,X).$$

Then $\mathcal{F}$ is a sheaf on $S_{fl}$, and it is called representable by $X$.

Let $f : S \to T$ be a morphism of schemes and $\mathcal{F}$ a presheaf on $S_{fl}$. Then we define a presheaf $f_* \mathcal{F}$ on $T_{fl}$ by

$$(f_* \mathcal{F})(V) = \mathcal{F}(f^{-1}(V)) \quad \text{for each } T\text{-scheme } V.$$ 

Here, the presheaf $f_* \mathcal{F}$ has the restriction maps, which is induced by them for $\mathcal{F}$. We call $f_* \mathcal{F}$ the direct image of $\mathcal{F}$ under $f$. Then we immediately check that if $\mathcal{F}$ is a sheaf on $S$, the direct image $f_* \mathcal{F}$ is a sheaf on $T$.

**Proposition 1.** Let $K$ and $k$ be rings and $f : \text{Spec } K \to \text{Spec } k$ a morphism of affine schemes. Let $X$ be a $K$-scheme and $\mathcal{F}$ the sheaf on $(\text{Spec } K)_{fl}$ represented by $X$. Suppose that the $k$-module $K$ is projective and finitely generated. Then we have

1. if $X$ is an affine $K$-scheme, then the sheaf $f_* \mathcal{F}$ on $\text{Spec } k$ is represented by an affine $k$-scheme.

2. if $X$ a $K$-scheme and for each finite subset $P$ of $X$, there exists an affine open subscheme $U$ of $X$ such that $P \subset U$, then the sheaf $f_* \mathcal{F}$ on $\text{Spec } k$ is represented by a $k$-scheme.
We denote by $\text{Res}_{K/k} X$ the scheme representing $f_*F$. We call it the Weil restriction of $X$ to $k$. Then, by the definition we have

$$(\text{Res}_{K/k} X)(L) = X(L \times_k K)$$
for each $k$-algebra $L$.

**Example 2.** Let $k_1, k_2, \ldots, k_d$ be $d$ copies of $k$. We set $K = k_1 \times k_2 \times \cdots \times k_d$. For each $i = 1, 2, \ldots, d$, we assign $k_i$ the $K$-algebra structure induced by the $i$-th canonical projection $p_i : K = k^d \to k$. Let $u_i : \text{Spec } k \to \text{Spec } K$ be the immersion corresponding to $p_i$ and we set $X_i = X \times_{\text{Spec } K} (\text{Spec } k, u_i)$. Then we have the isomorphism $\text{Res}_{K/k} X \cong \prod_{i=1}^d X_i$.

**Example 3.** Let $K$ be a finite extension field over $k$ of degree $n$ and a group scheme $X = \text{Spec } R$ over $\text{Spec } K$ of finite type. We give the defining equations of $\text{Res}_{K/k} X$.

There are $\alpha_1, \alpha_2, \ldots, \alpha_n \in K$ such that

$$K = k\alpha_1 \oplus k\alpha_2 \oplus \cdots \oplus k\alpha_n.$$

Since $X = \text{Spec } R$ is of finite type over $K$, there exists an ideal $(F_1, F_2, \ldots, F_r) \subset K[T_1, T_2, \ldots, T_d]$ such that

$$R = K[T_1, T_2, \ldots, T_d]/(F_1, F_2, \ldots, F_r).$$
For any $k$-algebra $L$, we have the equalities

$$(\text{Res}_{K/k} X)(L) = X(L \otimes_k K)$$

$$= \text{Hom}_K(R, L \otimes_k K)$$

$$= \text{Hom}_K(K[T_1, T_2, \ldots, T_d]/(F_1, F_2, \ldots, F_r), L \otimes_k K)$$

$$= \{ \psi : K[T_1, T_2, \ldots, T_d] \to L \otimes_k K : \text{K-alg. homo.} \mid \psi(F_i(T_1, T_2, \ldots, T_d)) = 0 \text{ for } i = 1, 2, \ldots, r \}$$

$$= \{(t_1, t_2, \ldots, t_d) \in (L \otimes_k K)^d \mid F_i(t_1, t_2, \ldots, t_d) = 0 \text{ for any } i = 1, 2, \ldots, r\},$$

where we set $t_i = \psi(T_i)$ for each $i = 1, 2, \ldots, d$. Note that $L \otimes_k K = \bigoplus_{i=1}^n L \otimes_k k \alpha_i$.

We set

$$t_1 = t_{11} \otimes \alpha_1 + t_{12} \otimes \alpha_2 + \cdots + t_{1n} \otimes \alpha_n$$

$$t_2 = t_{21} \otimes \alpha_1 + t_{22} \otimes \alpha_2 + \cdots + t_{2n} \otimes \alpha_n$$

$$\vdots$$

$$t_d = t_{d1} \otimes \alpha_1 + t_{d2} \otimes \alpha_2 + \cdots + t_{dn} \otimes \alpha_n,$$

where $t_{ij} \in L$ for all $i = 1, 2, \ldots, d$ and $j = 1, 2, \ldots, n$. For $i = 1, 2, \ldots, r$ we define

$$f_{ij}(t) \in k[t_{11}, t_{12}, \ldots, t_{1n}, t_{21}, t_{22}, \ldots, t_{2n}, \ldots, t_{d1}, t_{d2}, \ldots, t_{dn}]$$

by

$$F_i(t_1, t_2, \ldots, t_d) = f_{i1}(t) \otimes \alpha_1 + f_{i2}(t) \otimes \alpha_2 + \cdots + f_{in}(t) \otimes \alpha_n.$$
Then we have the equalities

\[(\text{Res}_{K/k} X)(L) = \{ t = (t_{ij})_{i,j} \in L^{dn} \mid f_{ij}(t) = 0 \text{ for } i = 1, 2, \ldots, r \text{ and } j = 1, 2, \ldots, n \}\]

\[= \text{Hom}_{k-\text{alg}}(k[x]/(f_{ij}(x)), L)\]

\[= \text{Spec}(k[x]/(f_{ij}(x)))(L).\]

Therefore we obtain the following defining equations of \(\text{Res}_{K/k} X\):

\[0 = f_{11}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn})\]

\[0 = f_{21}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn})\]

\[\vdots\]

\[0 = f_{r1}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn})\]

\[\vdots\]

\[0 = f_{12}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn})\]

\[\vdots\]

\[0 = f_{r2}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn})\]

\[\vdots\]

\[0 = f_{1n}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn})\]

\[\vdots\]

\[0 = f_{2n}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn})\]

\[\vdots\]

\[0 = f_{rn}(x_{11}, x_{12}, \ldots, x_{1n}, x_{21}, x_{22}, \ldots, x_{2n}, x_{d1}, x_{d2}, \ldots, x_{dn}).\]

Example 4. We have the isomorphism

\[\text{Res}_{\mathbb{C}/\mathbb{R}} \mathbb{P}^1 \cong \text{Proj} \mathbb{R}[x, y, z, w]/(x^2 + y^2 + z^2 - w^2).\]
Chapter 3

Cyclotomic twisted tori

We introduce a concept of cyclotomic twisted tori along [8]. It is a main object of this thesis. We describe the coordinate ring of a cyclotomic twisted torus of degree $n$. Furthermore, we prove that the cyclotomic twisted torus is canonically isomorphic to an intersection of all kernels of norm maps between the Weil restrictions of the algebraic torus (cf. B. Mazur, K. Rubin and A. Silverberg [9] Remark 5.11).

3.1 Cyclotomic twisted tori

We give the definition of cyclotomic twisted tori of degree $n$. Let $\Phi_n(x) = x^m + a_1x^{m-1} + \cdots + a_m$ be the cyclotomic polynomial, namely,

$$\Phi_n(x) = \prod_{k \in (\mathbb{Z}/n\mathbb{Z})^*} (x - \zeta^k).$$

It is well-known that the coefficients of $\Phi_n(x)$ are rational integers. In particular, we can easily see that $a_m = 1$. We take $\{1, \zeta, \zeta^2, \ldots, \zeta^{m-1}\}$ as a $\mathbb{Z}$-basis of $\mathbb{Z}[\zeta]$. Now we consider the representation of $\zeta$ with respect to the standard $\mathbb{Z}$-basis of a $\mathbb{Z}$-module.
\[ Z^m : \]
\[ (1, \zeta, \zeta^2, \ldots, \zeta^{m-1}) \zeta \]
\[ = (\zeta, \zeta^2, \ldots, \zeta^{m-1}, -a_m - a_{m-1} \zeta - \cdots - a_1 \zeta^{m-1}) \]
\[ = (1, \zeta, \zeta^2, \ldots, \zeta^{m-1}) \begin{pmatrix}
0 & 0 & \cdots & 0 & -a_m \\
1 & 0 & \cdots & 0 & -a_{m-1} \\
0 & 1 & \cdots & 0 & -a_{m-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_1
\end{pmatrix} \]

and
\[ (1, \zeta, \zeta^2, \ldots, \zeta^{m-1}) \zeta^{-1} \]
\[ = (-a_{m-1} - a_{m-2} \zeta - \cdots - a_1 \zeta^{m-2} - \zeta^{m-1}, 1, \ldots, \zeta^{m-2}) \]
\[ = (1, \zeta, \zeta^2, \ldots, \zeta^{m-1}) \begin{pmatrix}
-a_{m-1} & 1 & 0 & \cdots & 0 \\
-a_{m-2} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-a_1 & 0 & 0 & \cdots & 1 \\
-1 & 0 & 0 & \cdots & 0
\end{pmatrix} \]

Therefore \( \zeta \) and \( \zeta^{-1} \) are represented by the matrices
\[ I = \begin{pmatrix}
0 & 0 & \cdots & 0 & -a_m \\
1 & 0 & \cdots & 0 & -a_{m-1} \\
0 & 1 & \cdots & 0 & -a_{m-2} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & -a_1
\end{pmatrix} \]
and

\[
I^{-1} = \begin{pmatrix}
-a_{m-1} & 1 & 0 & \cdots & 0 \\
-a_{m-2} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-a_1 & 0 & 0 & \cdots & 1 \\
-1 & 0 & 0 & \cdots & 0
\end{pmatrix}
\]

respectively.

In general, for \(k, \ell \in \mathbb{Z}\), any vector \(x = (x_1, x_2, \ldots, x_k)\) and any matrix \(M = (m_{ij}) \in M_{k, \ell}(\mathbb{Z})\), we define the vector \(x^M\) obtained by raising to the power of the matrix \(M\) by

\[
x^M = \left( \prod_{j=1}^{k} x_{j}^{m_{j1}}, \prod_{j=1}^{k} x_{j}^{m_{j2}}, \ldots, \prod_{j=1}^{k} x_{j}^{m_{j\ell}} \right).
\]

Now we consider the algebraic torus \(G_{m,B} = \text{Spec } B\left[x_1, x_2, \ldots, x_m, \frac{1}{\prod_{i=1}^{m} x_i}\right]\) over \(B\). It is well-known that \(\text{Aut}(G_{B}^m) \cong GL_{m}(\mathbb{Z})\). We define an action of \(G\) on \(G_{m,B}^m\) by

\[
\sigma_0: \begin{cases} 
B[x_1, x_2, \ldots, x_m, 1/\prod_{i=1}^{m} x_i] &\xrightarrow{\sigma_0} B[x_1, x_2, \ldots, x_m, 1/\prod_{i=1}^{m} x_i]; \\
x = (x_1, x_2, \ldots, x_m) &\xmapsto{x^\sigma_0} = (x_1^\sigma, \ldots, x_m^\sigma) := x^I \\
b \in B &\xmapsto{b^\sigma_0}.
\end{cases}
\]

**Definition 5.** The Galois descent of \(G_{m,B}^m\) by \(G\) is called a cyclotomic twisted torus of degree \(n\) and denoted by \(G(n)_A\):

\[
G(n)_A := G_{m,B}^m/G = \text{Spec } B\left[x_1, x_2, \ldots, x_m, \frac{1}{\prod_{i=1}^{m} x_i}\right]^G.
\]
3.2 The coordinate ring of a cyclotomic twisted torus

We suppose that $B$ is free over $A$ of rank $n$. Let $B = A \cdot \omega_1 + \cdots + A \cdot \omega_n$ and $\mathbb{G}(n)_A = \text{Spec} \left[ x_1, x_2, \ldots, x_m, \frac{1}{\prod_{i=1}^m x_i} \right]^G$ be the cyclotomic twisted torus as Section 3.1.

Now we define the elements $\xi_i \in B[x_1, x_2, \ldots, x_m, 1/\prod_{i=1}^m x_i]$ for $i = 1, \ldots, n$ by

$$\xi_i := \sum_{\sigma \in G} \omega_i^\sigma x_1^\sigma.$$ 

Then since $\Delta = \Delta(\omega_1, \ldots, \omega_n) = \det(\omega_i^\sigma)_{i,\sigma}$ is invertible in $B$, the linear equations above can be solved in $x_1^\sigma$’s over $B$:

$$x_1^{a_{i1}} = f_{i+1}(\xi_1, \ldots, \xi_n) \in \sum_{j=1}^n B\xi_j \quad \text{for} \quad i = 0, \ldots, n - 1.$$ 

For each $i = 1, \ldots, n - m$, we set $x_1^{a_{i1}} = x_1^{A_{i1}} x_2^{A_{i2}} \cdots x_m^{A_{im}}$. Note that $A_{i1} = -a_m, A_{21} = -a_{m-1}, \ldots, A_{m1} = -1$ and $A_{ij} \in \mathbb{Z}$.

Now we prepare more notation. For any integer $a$, we set $a' := \frac{1}{2}(|a| - a)$ and $a'' := \frac{1}{2}(|a| + a)$. Then we define some equations in $B[\xi_1, \ldots, \xi_n]$:

$$F_i(\xi_1, \ldots, \xi_n) := f_{m+i} f_1^{A_{i1}} f_2^{A_{i2}} \cdots f_m^{A_{im}} - f_1^{A_{i1}} f_2^{A_{i2}} \cdots f_m^{A_{im}}$$

for $i = 1, \ldots, n - m$.

For each polynomial $F \in B[\xi_1, \ldots, \xi_n]$, we denote the isotropic subgroup at $F$ by $G_F := \{ \sigma \in G \mid F^\sigma = F \} \subset G$. Under these notation, we have the theorem:

**Theorem 3.2.1.** The coordinate ring of the cyclotomic twisted torus $\mathbb{G}(n)_A$ is described as

$$B \left[ x_1, x_2, \ldots, x_m, \frac{1}{\prod_{i=1}^m x_i} \right]^G = A[\xi_1, \ldots, \xi_n]/\mathfrak{a},$$

where $\mathfrak{a}$ is the ideal generated by the $F_i(\xi_1, \ldots, \xi_n)$ for $i = 1, \ldots, n - m$. 

where the ideal $\mathfrak{A}$ is generated by

$$\tilde{F}_{ki} := \sum_{\pi \in G/G_{\omega_kF_i}} (\omega_k F_i)^{\pi}$$

for $k = 1, \ldots, n$ and $i = 0, \ldots, n - m - 1$.

**Proof.** First, we check the equality

$$B \left[x_1, x_1^{\sigma_0}, \ldots, x_1^{\sigma_0^{n-1}} \right] = B \left[x_1, \ldots, x_m, 1/(x_1 \cdots x_m) \right].$$

Since $B \left[x_1, x_1^{\sigma_0}, \ldots, x_1^{\sigma_0^{n-1}} \right]$ is $G$-stable, we have only to check that $1/x_1$ belong to it. Note that $\text{End}(\mathbb{G}_{m,B}^m) \cong M_m(\mathbb{Z})$, and the correspondence $\mathbb{Z}[\xi] \rightarrow M_m(\mathbb{Z})$ defined by $\sum_{k=0}^{n-1} c_k \xi^k \mapsto \sum_{k=0}^{n-1} c_k I^k$ is an injective ring homomorphism. Since $\sum_{k=0}^{n-1} \sigma_0^k = 0$, we have $\sum_{k=0}^{n-1} I^k = O \in M_m(\mathbb{Z})$ and $\sum_{k=0}^{n-1} \sigma_0^k = 0 \in \text{End}(\mathbb{G}_{m,B}^m)$. Then we have the equality $x_1^{\sigma_0} x_1^{\sigma_0^2} \cdots x_1^{\sigma_0^{n-1}} = x_1^{-1}$. Hence we have the equalities

$$B \left[x_1, x_1^{\sigma_0}, \ldots, x_1^{\sigma_0^{n-1}} \right] = B \left[x_1, \ldots, x_m, 1/(x_1 \cdots x_m) \right] = B[\xi_1, \ldots, \xi_n].$$

In the ring $B[1, x_2, \ldots, x_m, 1/\prod_{i=1}^m x_i]$, the ideals $(F_0, \ldots, F_{n-m-1})$ and ($\{\tilde{F}_{ki} | k = 1, \ldots, n; i = 0, \ldots, n - m - 1\}$) are equal to each other. We denote by $\mathfrak{A}$ these ideals. Therefore we see that

$$B \left[x_1, x_2, \ldots, x_m, \frac{1}{\prod_{i=1}^m x_i} \right] \cong B[\xi_1, \ldots, \xi_n]/(\mathfrak{A}B[\xi_1, \ldots, \xi_n])$$

and

$$(A[\xi_1, \ldots, \xi_n]/\mathfrak{A}) \otimes_A B \cong B \left[x_1, x_2, \ldots, x_m, \frac{1}{\prod_{i=1}^m x_i} \right].$$

Note that we recognize $\xi_i$’s as variables. Since $B$ is faithfully flat over $A$ and $(A[\xi_1, \ldots, \xi_n]/\mathfrak{A}) \otimes_A B \cong B[x_1, x_2, \ldots, x_m, 1/\prod_{i=1}^m x_i]$, we know that $A[\xi_1, \ldots, \xi_n]/\mathfrak{A}$ is flat over $A$. Hence from the exact sequence

$$0 \to A = \text{Ker}(\sigma_0 - \text{id}) \to B \sigma_0^{-\text{id}} \text{Im}(\sigma_0 - \text{id}) \to 0,$$
we have the exact sequence
\[
0 \to (A[\xi]/\mathfrak{A}) \otimes_A A \to (A[\xi]/\mathfrak{A}) \otimes_A B \\
\xrightarrow{id \otimes (\sigma_0 - \text{id})} (A[\xi]/\mathfrak{A}) \otimes_A \text{Im}(\sigma_0 - \text{id}) \to 0,
\]
where \(\xi = (\xi_1, \ldots, \xi_n)\). Note that \(\text{Im}(\sigma_0 - \text{id}) \subset B\) and \((A[\xi]/\mathfrak{A}) \otimes_A \text{Im}(\sigma_0 - \text{id}) \subset (A[\xi]/\mathfrak{A}) \otimes_A B\). This implies that
\[
B \left[ x_1, x_2, \ldots, x_m, \frac{1}{\prod_{i=1}^{m} x_i} \right]^G = A[\xi_1, \ldots, \xi_n]/\mathfrak{A}.
\]

\[\square\]

### 3.3 Example

In this section, we provide some examples of cyclotomic twisted tori.

**Example 6.** Suppose that \(n = p^e\) is a power of a prime number \(p\). Then \(m = \phi(n) = p^{e-1}(p-1)\),

\[
\Phi_n(X) = \Phi_p(X^{p^{e-1}}) = X^m + X^{m-p^{e-1}} + \cdots + X^{p^{e-1}} + 1,
\]

and
\[
a_k = \begin{cases} 
1 & \text{if } k = ip^{e-1} \\
0 & \text{otherwise},
\end{cases}
\]

where \(k = 1, \ldots, m\) and \(i = 1, \ldots, p-1\). Hence we have \(x_1^{2^e} = x_1^{-1} x_1^{-1} (p-2) x_1^{p^{e-1}+1} \cdots x_1^{p^{e-1}+1} \cdots x_1^{-1} (p-2) x_1^{p^{e-1}+1} \cdots x_1^{-1}
\]

\[
B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G = A[\xi_1, \ldots, \xi_n]/\mathfrak{A},
\]

where
\[
\mathfrak{A} = (\{\tilde{F}_{k_i} \mid k = 1, \ldots, n; i = 1, \ldots, n - m - 1\})
\]
Example 7. Let $B = \mathbb{F}_{7^6}$, $A = \mathbb{F}_7$ and $n = 6$. Then $m = \phi(n) = 2$ and $\Phi_6(X) = X^2 - X + 1$. Note that $\mathbb{F}_{7^6} = \mathbb{F}_7[X]/(X^6 - 3)$ and we set $\alpha = \overline{X} \in \mathbb{F}_{7^6}$. Then $\mathbb{F}_{7^6} = \mathbb{F}_7 \cdot 1 + \mathbb{F}_7 \cdot \alpha + \cdots + \mathbb{F}_7 \cdot \alpha^5$. Let $\sigma_0(x) = x^7$ for any $x \in \mathbb{F}_{7^6}$. In this case, we obtain

$$I = \begin{pmatrix} 0 & -1 \\ 1 & 1 \end{pmatrix}$$

and $x_1^{\sigma_0} = x_2$, $x_2^{\sigma_0} = x_1^{-1}x_2$. Therefore we have $x_1^{\sigma_0^3} = x_1^{-1}$ and

$$\mathbb{F}_{7^6}[x_1, x_2, 1/(x_1x_2)]^G = \mathbb{F}_7[\xi_1, \ldots, \xi_6]/\mathfrak{m}.$$

Here

$$\xi_1 = x_1 + x_2 + x_1^{-1}x_2 + x_1^{-1} + x_2^{-1} + x_1x_2^{-1}$$

$$\xi_2 = \alpha x_1 + 3\alpha x_2 + 2\alpha x_1^{-1}y - \alpha x_1^{-1} - 3\alpha y^{-1} - 2\alpha x_1x_2^{-1}$$

$$\xi_3 = \alpha^2 x_1 + 2\alpha^2 x_2 - 3\alpha^2 x_1^{-1}x_2 - \alpha^2 x_1^{-1} + 2\alpha^2 x_2^{-1} - 3\alpha 2x_1x_2^{-1}$$

$$\xi_4 = \alpha^3 x_1 - \alpha^3 x_2 + \alpha^3 x_1^{-1}x_2 - \alpha^3 x_1^{-1} + \alpha^3 x_2^{-1} - \alpha^3 x_1x_2^{-1}$$

$$\xi_5 = \alpha^4 x_1 - 3\alpha 4x_2 + 2\alpha 4x_1^{-1}x_2 - \alpha^4 x_1^{-1} - 3\alpha^3 x_2^{-1} - 2\alpha^4 x_1x_2^{-1}$$

$$\xi_6 = \alpha^5 x_1 - 2\alpha^5 x_2 - 3\alpha^5 x_1^{-1}x_2 - \alpha^5 x_1^{-1} + 3\alpha^5 x_2^{-1} + x_1x_2^{-1},$$

$$x_1 = f_1 = -\xi_1 + 2\alpha^5 \xi_2 + 2\alpha^4 \xi_3 + 2\alpha^3 \xi_4 + 2\alpha^2 \xi_5 + 2\alpha \xi_6$$

$$x_1^{\sigma_0} = f_2 = -\xi_1 + 3\alpha^5 \xi_2 + \alpha^4 \xi_3 - 2\alpha^3 \xi_4 - 3\alpha^2 \xi_5 - \alpha \xi_6$$

$$x_1^{\sigma_0^2} = f_3 = -\xi_1 + \alpha^5 \xi_2 - 3\alpha^4 \xi_3 + 2\alpha^3 \xi_4 + \alpha^2 \xi_5 - 3\alpha \xi_6$$

$$x_1^{\sigma_0^3} = f_4 = -\xi_1 - 2\alpha^5 \xi_2 + 2\alpha^4 \xi_3 - 2\alpha^3 \xi_4 + 2\alpha^2 \xi_5 - 2\alpha \xi_6$$

$$x_1^{\sigma_0^4} = f_5 = -\xi_1 - 3\alpha^5 \xi_2 + \alpha^4 \xi_3 + 2\alpha^3 \xi_4 - 3\alpha^2 \xi_5 + \alpha \xi_6$$

$$x_1^{\sigma_0^5} = f_6 = -\xi_1 - \alpha^5 \xi_2 - 3\alpha^4 \xi_3 - 2\alpha^3 \xi_4 + \alpha^2 \xi_5 + 3\alpha \xi_6$$
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and

\[
F_1 = f_3f_1 - f_2, \quad F_2 = f_4f_1 - 1 \\
F_3 = f_5f_2 - 1, \quad F_4 = f_6f_2 - 1.
\]

Note that \( F_1^{\sigma_0^5} = F_4, \ F_2^{\sigma_0^0} = F_3 \) and \( G_{F_2} = G_{\alpha^2F_2} = G_{\alpha^4F_2} = (\sigma_0^3). \) Hence we have

\[
\tilde{F}_{i1} = \sum_{\sigma \in G} (\alpha^{i-1}F_1)^\sigma \quad \text{for} \quad i = 1, \ldots, 6 \\
\tilde{F}_{i2} = \sum_{\sigma \in G/(\sigma_0^5)} F_2^\sigma \\
\tilde{F}_{22} = \sum_{\sigma \in G} (\alpha F_2)^\sigma = 0 \\
\tilde{F}_{32} = \sum_{\sigma \in G/(\sigma_0^5)} (\alpha^2 F_2)^\sigma \\
\tilde{F}_{42} = \sum_{\sigma \in G} (\alpha^3 F_2)^\sigma = 0 \\
\tilde{F}_{52} = \sum_{\sigma \in G/(\sigma_0^5)} (\alpha^4 F_2)^\sigma
\]

and

\[
\mathfrak{A} = (\{\tilde{F}_{i1}, \tilde{F}_{i2}, \tilde{F}_{32}, \tilde{F}_{52} \mid i = 1, \ldots, 6\}).
\]

3.4 A cyclotomic twisted torus as kernel of norm maps

In this section, we prove that we can regard the cyclic twisted torus as the intersection of all kernels of norm maps between the Weil restrictions of the algebraic torus. The theorem in this section indicates the generalization of discussions on twisting
commutative algebraic groups in [9]. In [9], B. Mazur, K. Rubin and A. Silverberg consider twists of commutative algebraic groups over a field. The following theorem gives an example of their consequences over a ring.

For each positive integer $\ell$ dividing $n$, we set $G_\ell = \langle \sigma_0^{n/\ell} \rangle \subset G$ and $B_\ell = B^G \subset B$. For any group scheme $\mathcal{G}$ over $B$, we denote by Res$_{B/A} \mathcal{G}$ the Weil restriction of $\mathcal{G}$ to $A$. For each positive integer $\ell$ with $\ell|n$, let

$$\text{Nm}_\ell : \text{Res}_{B/A} \mathbb{G}_m,B \to \text{Res}_{B_\ell/A} \mathbb{G}_{m,B_\ell}$$

be the norm map from $B$ to $B_\ell$. We define the subgroup scheme $T(n)_A$ of Res$_{B/A} \mathbb{G}_m,B$ by the intersection of all kernels of norm maps:

$$T(n)_A := \text{Ker}\left( (\text{Nm}_\ell)_{\ell|n} : \text{Res}_{B/A} \mathbb{G}_{m,B} \to \prod_{\ell|n} \text{Res}_{B_\ell/A} \mathbb{G}_{m,B_\ell} \right).$$

The following theorem is our main result of this section.

**Theorem 3.4.1.** The cyclotomic twisted torus $\mathbb{G}(n)_A$ is canonically isomorphic to the group scheme $T(n)_A$ over $A$:

$$\mathbb{G}(n)_A \cong T(n)_A.$$

Though the way of B. Mazur, K. Rubin and A. Silverberg in [9] makes a proof of this theorem easier, we provide another one (cf. B. Mazur, et al. [9] Remark 5.11).

**Proof.** Let $C$ be any $A$-algebra. We will define a functorial group isomorphism $\rho(C) : \mathbb{G}(n)_A(C) \cong T(n)_A(C)$. Note that

$$\mathbb{G}(n)_A = \text{Spec } B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G$$

and

$$B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G \otimes_A B \cong B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)].$$
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Therefore we have a correspondence

\[ G(n)_A(C) = \text{Hom}_A \left( B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G, C \right) \]
\[ \subset \text{Hom}_B \left( B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G \otimes_A B, C \otimes_A B \right) \]
\[ = \text{Hom}_B(B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)], C \otimes_A B); \]
\[ \varphi \mapsto \varphi \otimes \text{id}_B. \]

We define a \( G \)-action on \( \text{Hom}_B(B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)], C \otimes_A B) \) by \( \psi \sigma := (\text{id}_C \otimes \sigma) \circ \psi \sigma^{-1} \) for any \( \psi \in \text{Hom}_B(B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)], C \otimes_A B) \). By this \( G \)-action, we obtain the Lemma:

**Lemma 8.** We have the equality

\[ (\text{Hom}_B(B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)], C \otimes_A B)^G \]
\[ = \text{Hom}_A \left( B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G, C \right). \]

In fact, if \( \psi \in \text{Hom}_B(B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)], C \otimes_A B) \) is of the type \( \psi = \varphi \otimes \text{id}_B \) for some \( \varphi \in \text{Hom}_A \left( B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G, C \right) \), then \( \psi \sigma = \sigma \circ \psi \sigma^{-1} = \sigma \circ (\varphi \otimes \text{id}_B)(\varphi \otimes \text{id}_B)(\text{id} \otimes \sigma^{-1}) = \varphi \otimes \text{id}_B = \psi \). Conversely, if \( \sigma_0 \circ \psi \sigma_0^{-1} = \psi \), then the restriction map \( \varphi := \psi|_{B[x_1,\ldots,x_m,1/(x_1\cdots x_m)]^G} : B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)]^G \to C \otimes_A B \) satisfies \( \sigma \varphi \sigma^{-1} = \sigma \varphi = \varphi \). Therefore we have \( \text{Im}(\varphi) \subset C = (C \otimes_A B)^G \). Since \( \psi \) is \( B \)-algebra homomorphism, we have \( \psi = \varphi \otimes \text{id}_B \), which proves Lemma 8.
Moreover we define an action of $G = \langle \sigma_0 \rangle$ on $((C \otimes_A B)^\times)^m$ by

$$(u_1, \ldots, u_m)^{\sigma_0} = (u_1^{\sigma_0}, \ldots, u_m^{\sigma_0})$$

$$:= (id_C \otimes \sigma_0)(u_1, \ldots, u_m)^{I^{-1}}$$

$$= (id_C \otimes \sigma_0)(u_1^{-1}u_2^{-a_2} \cdots u_m^{-a_m}, u_1, u_2, \ldots, u_{m-1})$$

for $(u_1, \ldots, u_m) \in ((C \otimes_A B)^\times)^m$. Then we obtain

**Lemma 9.** The canonical correspondence

$$\text{Hom}_B(B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)], C \otimes_A B) \to ((C \otimes_A B)^\times)^m$$

$$\psi \mapsto (\psi(x_1), \ldots, \psi(x_m))$$

is $G$-equivariant.

In fact, for $\psi \in \text{Hom}_B(B[x_1, \ldots, x_m, 1/(x_1 \cdots x_m)], C \otimes_A B)$, we have

$$(id_C \otimes \sigma_0) \circ \psi \circ \sigma_0^{-1} \mapsto (id_C \otimes \sigma_0)(\psi\sigma_0^{-1}(x_1), \ldots, \psi\sigma_0^{-1}(x_m))$$

$$= (id_C \otimes \sigma_0)(\psi(x_1), \ldots, x_m)^{I^{-1}}$$

$$= (id_C \otimes \sigma_0)(\psi(x_1), \ldots, \psi(x_m))^{I^{-1}}$$

$$= (\psi(x_1), \ldots, \psi(x_m))^{\sigma_0},$$

which gives the proof of Lemma 9.

By using these lemmas, we obtain the canonical correspondence

$$G(n)_A(C) \cong \left(((C \otimes_A B)^\times)^m\right)^G.$$
Furthermore, for any \( u = (u_1, \ldots, u_m) \in ((C \otimes_A B)^\times)^m \), we have the equivalences

\[
\begin{align*}
\text{u is } G\text{-invariant} & \iff (\text{id}_C \otimes \sigma_0) u^{I-1} = u \\
& \iff \begin{cases} 
(id_C \otimes \sigma_0)(u_1^{-a_{m-1}} u_2^{-a_{m-2}} \cdots u_{m-1}^{-a_1} u_m^{-1}) = u_1 \\
(id_C \otimes \sigma_0) u_i = u_{i+1} \text{ for } i = 1, \ldots, m-1 \\
u_1^{\sigma_0} = u_{i+1} \ (i = 1, \ldots, m-1) \\
u_1^{1+a_{m-1}\sigma_0 + \cdots + a_1\sigma_0^{m-1} + \sigma_0^n} = 1 \\
u_1^{\Phi_n(\sigma_0)} = 1.
\end{cases}
\end{align*}
\]

Therefore we have the canonical isomorphism

\[
\text{Res}_{B/A}(\mathbb{G}_{m,B})(C) \tag{26}
\]

\[

\begin{align*}
\{ u \mid u_{\Phi_n(\sigma_0)} = 1 \}
\end{align*}
\]

On the other hand, let \( n = p_1^{e_1} p_2^{e_2} \cdots p_r^{e_r} \) be the prime decomposition of \( n \). We set

\[
\begin{align*}
n_i &= n/p_i \text{ and } \\
F_i(X) &= X^{(p_i-1)n_i} + X^{(p_i-2)n_i} + \cdots + X^{n_i} + 1 = \frac{X^n - 1}{X^{n_i} - 1}
\end{align*}
\]

for \( i = 1, \ldots, r \). We readily see that \((F_1(X), \ldots, F_r(X)) = \Phi_n(X)\). By the transitivity of the norm maps, we have

\[
\mathcal{T}(n)_A = \text{Ker} \left( (Nm_{n_i})_{i=1,\ldots,r} : \text{Res}_{B/A}(\mathbb{G}_{m,B}) \to \prod_{i=1}^r \text{Res}_{B_{n_i}/A}(\mathbb{G}_{m,B_{n_i}}) \right)
\]
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and for any \( u \in (C \otimes_A B)^* \)
\[
Nm_n(u) = \prod_{k=0}^{p_n-1} u^{k n_i} = u^{F_i(\sigma_0)}
\]
for \( i = 1, \ldots, r \). Therefore we have the inclusion
\[
\{ u \mid u^{\Phi_n(\sigma_0)} = 1 \} \subseteq T(n)_A(C).
\]

To prove the converse relation, we will use the following lemma, whose proof can be seen in N. G. de Bruijn [3]. However in Appendix A.1 to this thesis, we will give an elementary proof of it. According to Lemma 10 or Proposition 15, there exist polynomials \( A_1(X), \ldots, A_r(X) \) with integral coefficients such that \( \Phi_n(X) = \sum_{i=1}^r A_i(X)F_i(X) \). Hence for any \( v \in T(n)_A(C) \), we have
\[
v^{\Phi_n(\sigma_0)} = v^{\sum_{i=1}^r A_i(\sigma_0)F_i(\sigma_0)}
= \prod (v^{F_i(\sigma_0)})^{A_i(\sigma_0)} = 1
\]
and \( v \in \{ u \mid u^{\Phi_n(\sigma_0)} = 1 \} \). \( \square \)

**Lemma 10.** There exist polynomials \( A_1(X), \ldots, A_r(X) \) with integral coefficients such that \( \Phi_n(X) = \sum_{i=1}^r A_i(X)F_i(X) \).

**Proof.** See Appendix A.1 in this thesis. \( \square \)
Chapter 4

Review : Torsors for $G_{a,b}$ in the case of principal ideals

In this chapter, we review the description of torsors for $G_{a,b}$ by T. Sekiguchi and Y. Toda [16] in the case of the principal ideals.

Suppose that $n$ is a positive integer with $n \geq 2$. Let $p \in \mathbb{Z}$ be a prime number with $n | (p - 1)$. Note that $p \geq 3$. We assume that $A$ is a local ring. We consider the number field $\mathbb{Q}(\zeta)/\mathbb{Q}$ of degree $m = \phi(n)$. By $n | (p - 1)$, $p$ is completely decomposed in $\mathbb{Q}(\zeta)$, namely, $(p) = \mathfrak{p} p \cdots \mathfrak{p}_{m-1}$. Suppose that the ideal $\mathfrak{p}$ is principal in this section. Let $\theta \in \mathbb{Z}[\zeta]$ with $(\theta) = \mathfrak{p}$.

We recall the definition of the vector $x^M$ obtained by raising to the power of the matrix $M$:

$$x^M = \left( \prod_{j=1}^{k} x_j^{m_{j1}}, \prod_{j=1}^{k} x_j^{m_{j2}}, \ldots, \prod_{j=1}^{k} x_j^{m_{j\ell}} \right)$$

for $k, \ell \in \mathbb{Z}$, any vector $x = (x_1, x_2, \ldots, x_k)$ and any matrix $M = (m_{ij}) \in M_{k,\ell}(\mathbb{Z})$ (see Section 3.1).
We denote by $I$ the representing matrix of $\zeta$ with respect to the standard basis of a $\mathbb{Z}$-module $\mathbb{Z}^m$. (See Section 3.1.) Then we have an exact sequence

$$1 \longrightarrow \text{Ker } \theta \longrightarrow \mathbb{G}^m_{m,B} \theta \longrightarrow \mathbb{G}^m_{m,B} \longrightarrow 1, \quad (4.1)$$

where we regard $\theta$ as an endomorphism on $\mathbb{G}^m_{m,B}$ by $\mathbb{Z}[\zeta] \subset \text{End}(\mathbb{G}^m_{m,B})$ (see Section 3.2 or [8]). The morphism $\theta$ is precisely defined by

$$\theta(u) = u^{\theta(I)},$$

where $\theta(I)$ is the representing matrix of $\theta$ with respect to the standard basis of $\mathbb{Z}^m$.

Note that $\det \theta(I) = p$. We denote by $\mathbb{G}(n)_A$ the Galois descent of $\mathbb{G}^m_{m,B}$ from $B$ to $A$, called a cyclotomic twisted torus. See Chapter 3 or [8] for details. The Galois descent yields an exact sequence

$$1 \longrightarrow \text{Ker } \theta \longrightarrow \mathbb{G}(n)_A \theta \longrightarrow \mathbb{G}(n)_A \longrightarrow 1,$$

where $\text{Ker } \theta$ is the Galois descent of $\text{Ker } \theta$ from $B$ to $A$. Therefore we get the following long exact sequence as cohomology groups on $X_{fl} = (\text{Spec } A)_{flat}$

$$1 \longrightarrow H^0_{fl}(X, \overline{\text{Ker } \theta}) \longrightarrow H^0_{fl}(X, \mathbb{G}(n)_A) \overset{\theta}{\longrightarrow} H^0_{fl}(X, \mathbb{G}(n)_A) \longrightarrow H^1_{fl}(X, \overline{\text{Ker } \theta}) \longrightarrow H^1_{fl}(X, \mathbb{G}(n)_A) \longrightarrow \cdots \quad (4.2)$$

Thus we have the non-canonical isomorphism

$$H^1_{fl}(X, \overline{\text{Ker } \theta}) \cong \text{Coker}[H^0_{fl}(X, \mathbb{G}(n)_A) \overset{\theta}{\rightarrow} H^0_{fl}(X, \mathbb{G}(n)_A)] \times \text{Ker}[H^1_{fl}(X, \mathbb{G}(n)_A) \overset{\theta}{\rightarrow} H^1_{fl}(X, \mathbb{G}(n)_A)]. \quad (4.2)$$

Let $n = p_1^{e_1} p_2^{e_2} \cdots p_r^{e_r}$ be the factorization of $n$ into prime numbers. T. Sekiguchi and Y. Toda [16] computed the first cohomology group $H^1_{fl}(X, \mathbb{G}(n)_A)$ by a cyclotomic
resolution

\[ 1 \longrightarrow \mathcal{G}(n)_A \longrightarrow \text{Res}_{B/A} \mathcal{G}_{m,B} \stackrel{\delta}{\longrightarrow} \prod_{i=1}^{r} \left( \text{Res}_{B_i/A} \mathcal{G}_{m,B_i} \right) \]

\[ \delta^i \longrightarrow \prod_{1 \leq i_0 < i_1 \leq 1} \left( \text{Res}_{B_{i_01}/A} \mathcal{G}_{m,B_{i_01}} \right) \delta^2 \cdots \]

\[ \delta^{r-1} \longrightarrow \text{Res}_{B_{12} \cdots r/A} \mathcal{G}_{m,B_{12} \cdots r} \longrightarrow 1, \]

where \( n_{i_01 \cdots i_s} = \frac{n}{p_{i_1} p_{i_2} \cdots p_{i_s}} \) and \( B_{i_01 \cdots i_s} = B^{<\sigma^n_{i_01 \cdots i_s}>} \) for integers \( 0 \leq i_0 < i_1 < \cdots < i_s \leq r \). Then we have the short exact sequence

\[ 1 \longrightarrow \mathcal{G}(n)_A \longrightarrow \text{Res}_{B/A} \mathcal{G}_{m,B} \stackrel{\delta}{\longrightarrow} \text{Ker} \delta^1 \longrightarrow 1. \]

Then we have the long exact sequence

\[ 1 \longrightarrow H^0_{fl}(X, \mathcal{G}(n)_A) \longrightarrow H^0_{fl}(X, \text{Res}_{B/A} \mathcal{G}_{m,B}) \stackrel{H(\delta^0)}{\longrightarrow} H^0_{fl}(X, \text{Ker} \delta^1) \]

\[ \delta \longrightarrow H^1_{fl}(X, \mathcal{G}(n)_A) \longrightarrow H^1_{fl}(X, \text{Res}_{B/A} \mathcal{G}_{m,B}) = 0. \]

Therefore there is the canonical isomorphism

\[ H^1_{fl}(X, \mathcal{G}(n)_A) \cong \text{Coker} \left[ H^0_{fl}(X, \text{Res}_{B/A} \mathcal{G}_{m,B}) \stackrel{H(\delta^0)}{\longrightarrow} H^0_{fl}(X, \text{Ker} \delta^1) \right]. \]

We have the explicit correspondence in the isomorphism above as follows: for any \( \bar{s} \in \text{Coker} \left[ H^0_{fl}(X, \text{Res}_{B/A} \mathcal{G}_{m,B}) \stackrel{H(\delta^0)}{\longrightarrow} H^0_{fl}(X, \text{Ker} \delta^1) \right] \), \( s^*(\text{Res}_{B/A} \mathcal{G}_{m,B}) \), which is the pull-back of \( \text{Res}_{B/A} \mathcal{G}_{m,B} \) by \( s : X \rightarrow \text{Ker} \delta^1 \), is in \( H^1_{fl}(X, \mathcal{G}(n)_A) \).

Since we explicitly give the correspondence in the isomorphism (4.2) in [16], we provide \((\text{Ker} \theta\)- torsors in terms of the cohomology groups of \( \mathcal{G}(n)_A \). In the case of \( n = p - 1 \), we get \( G_{a,b}\)-torsors under the assumption that the ideal \( p \subset \mathbb{Z}[\zeta] \) is principal.

In fact, let \( \text{Spec} \Lambda_p \) be the base scheme of \( \text{Spec} A \) and \( \text{Spec} B \), where

\[ \Lambda_p = \mathbb{Z} \left[ \zeta, \frac{1}{p(p - 1)} \right] \cap \mathbb{Z}_p. \]
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Note that $\zeta$ is a primitive $(p - 1)$-st root of unity in the ring $\mathbb{Z}_p$ of $p$-adic integers. First, we explain the Oort-Tate group schemes $G_{a, b}$. F. Oort and J. Tate completely classified the finite $A$-group schemes of order $p$. Let $(M, a, b)$ be a tuple consisting of a projective $A$-module $M$ of rank one together with $a \in M^{\otimes (p-1)}$ and $b \in M^{\otimes (1-p)}$ satisfying $a \otimes b = \omega_p$, where $\omega_p$ is the product of $p$ and an invertible element of $\Lambda_p$.

The finite group scheme corresponding to $(A, a, b)$ is given by

$$G_{a, b} = \text{Spec}(A[x]/(x^p - ax))$$

with the comultiplication

$$m^*(x) = x \otimes 1 + 1 \otimes x - \frac{b}{p - 1} \sum_{i=1}^{p-1} U(i)x^i \otimes x^{p-i},$$

where $U(i)$ is an invertible element of $A$.

Now, we describe $G_{a, b}$-torsors in the case where the ideal $p$ is principal i.e. $p = (\theta)$ for some $\theta \in \mathbb{Z}[\zeta]$. We assume that $B = A[u]$, where we denote by $u$ an $n$-th root of a non-zero divisor $b \in A$. In other words, we assume that there exists an $n$-th root $u \in B$ of a non-zero divisor $b \in A$. From the exact sequence (4.1), we have an exact sequence

$$1 \rightarrow \mu_{p,B} \rightarrow G_{m,B}^{\theta} \rightarrow G_{m,B}^{\theta} \rightarrow 1.$$ 

Note that $\deg \theta = p$. The Galois descent makes it the exact sequence

$$1 \rightarrow (\mu_{p,B})^G \rightarrow G(n)_A \rightarrow G(n)_A \rightarrow 1.$$ 

T. Sekiguchi and Y. Toda confirmed that

$$(\mu_{p,B})^G \cong G_{a, b}$$
by choosing suitable elements $a, b \in A$ in [16]. Therefore we obtain the Kummer sequence for the cyclotomic twisted torus $\mathbb{G}(n)_A$:

$$1 \longrightarrow G_{a,b} \longrightarrow \mathbb{G}(n)_A \xrightarrow{\theta} \mathbb{G}(n)_A \longrightarrow 1.$$ 

Then we have a long exact sequence

$$1 \longrightarrow H^0_\mathbb{H}(X, G_{a,b}) \longrightarrow H^0_\mathbb{H}(X, \mathbb{G}(n)_A) \overset{H^0(\theta)}{\longrightarrow} H^0_\mathbb{H}(X, \mathbb{G}(n)_A) \longrightarrow H^1_\mathbb{H}(X, G_{a,b}) \longrightarrow H^1_\mathbb{H}(X, \mathbb{G}(n)_A) \overset{H^1(\theta)}{\longrightarrow} H^1_\mathbb{H}(X, \mathbb{G}(n)_A) \longrightarrow \cdots.$$ 

We have the explicit correspondence in the noncanonical isomorphism

$$H^1_\mathbb{H}(X, G_{a,b}) \cong \text{Coker } H^0(\theta) \times \text{Ker } H^1(\theta);$$

for any $\overline{g} \in \text{Coker } H^0(\theta)$ and any $s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \in \text{Ker } H^1(\theta)$, we have the commutative diagram

$$\rho^{-1}(\{1\} \times X) \longrightarrow s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \overset{\rho}{\longrightarrow} \theta_*s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \quad \text{and} \quad \text{Coker } H^0(\theta) \times \text{Ker } H^1(\theta).$$

Note that $\theta_*s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \cong \mathbb{G}(n)_A \times X$ and $\iota_*(\rho^{-1}(\{1\} \times X)) \cong s^*(\text{Res}_{B/A} \mathbb{G}_{m,B})$. See [16] for details. Furthermore $G_{a,b}$, $\mathbb{G}(n)_A$ and $\mathbb{G}(n)_A$ act on $\rho^{-1}(\{1\} \times X)$, $s^*(\text{Res}_{B/A} \mathbb{G}_{m,B})$ and $\theta_*s^*(\text{Res}_{B/A} \mathbb{G}_{m,B})$ respectively. Then we have

$$\partial^0 g + \rho^{-1}(\{1\} \times X) \in H^1_\mathbb{H}(X, G_{a,b}),$$

where the operation “$+$” is on $H^1_\mathbb{H}(X, G_{a,b})$. 
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Chapter 5

\(G_{a,b}\)-torsors in the general conditions

In this chapter, we introduce Kummer theory for cyclotomic twisted tori in the general case along [7]. This is the main chapter in this thesis. First, we consider the homomorphisms defined by ideals of \(\text{End}(G(n)_A)\). Second, we provide the exact sequence inducing the Kummer sequence for cyclotomic twisted tori in the non-principal case. Finally, we describe torsors for \(G_{a,b}\) in the general case.

5.1 Homomorphisms defined by ideals of \(\text{End}(G(n)_A)\)

Suppose that \(n\) is an integer with \(n \geq 2\). Let \(p \in \mathbb{Z}\) be prime with \(n|(p-1)\). We provide the claim of an order of the kernel of a homomorphism on \(G(n)_A\) corresponding to an ideal in \(\mathbb{Z}[\zeta]\). This plays a key role when we consider finite subgroup schemes of the cyclotomic twisted torus.

Let \(a \subset \mathbb{Z}[\zeta]\) be a non-zero ideal. It is well-known that there exist \(\xi, \eta \in \mathbb{Z}[\zeta]\)
such that \( a = (\xi, \eta) \). Note that \( \mathbb{Z}[\zeta] \cong \text{End}(\mathbb{G}(n)_A) \) (see [16] Theorem 4.1). We denote by \( I \) the representing matrix of \( \zeta \) with respect to the standard \( \mathbb{Z} \)-basis of \( \mathbb{Z}^m \) (see Section 3.1). We define a homomorphism \( \psi_a : \mathbb{G}(n)_A \rightarrow \mathbb{G}(n)_A \times \mathbb{G}(n)_A \) corresponding to the ideal \( a = (\xi, \eta) \) by

\[
\psi_a(x) = (x^{\xi(I)}, x^{\eta(I)}),
\]

where \( \xi(I) \) and \( \eta(I) \) are the representing matrices of \( \xi \) and \( \eta \) respectively. For simplicity, we may denote a vector \( x^{\alpha(I)} \) obtained by raising to the power of a matrix \( \alpha(I) \) by \( x^\alpha \) for any \( \alpha \in \mathbb{Z}[\zeta] \). We set \( \mathbb{G}(n)_A[a] = \text{Ker}(\psi_a : \mathbb{G}(n)_A \rightarrow \mathbb{G}(n)_A \times \mathbb{G}(n)_A) \).

The following lemma indicates that this construction of \( \mathbb{G}(n)_A[a] \) is independent of the choice of the generators of \( a \).

**Lemma 11.** Suppose that an ideal \( a \) admits a pair of generators

\[
a = (\xi, \eta) = (\xi', \eta').
\]

Then we have

\[
\mathbb{G}(n)_A[(\xi, \eta)] = \mathbb{G}(n)_A[(\xi', \eta')].
\]

**Proof.** It suffices to show that \( \mathbb{G}(n)_A[(\xi, \eta)] \supset \mathbb{G}(n)_A[(\xi', \eta')] \). Fix a local section \( x \in \mathbb{G}(n)_A[(\xi', \eta')] \). Therefore the local section \( x \) satisfies \( 1 = x^{\xi'} = x^{\eta'} \). By the assumption, there is the matrix \( M = \begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix} \in \text{GL}_2(\mathbb{Z}[\zeta]) \) such that

\[
\begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix} \begin{pmatrix} \xi \\ \eta \end{pmatrix} = \begin{pmatrix} \xi' \\ \eta' \end{pmatrix}.
\]

Then we have

\[
\begin{align*}
x^{m_1 \xi} &= x^{-m_2 \eta} \\
x^{m_3 \xi} &= x^{-m_4 \eta}.
\end{align*}
\]
Hence we get the equalities
\[
x^{m_1m_4\xi} = x^{-m_2m_4\eta} \\
= (x^{-m_4\eta})^{m_2} \\
= (x^{m_3\xi})^{m_2} \\
= x^{m_2m_3\xi}.
\]
Since \( \det \begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix} \in \mathbb{Z}[\zeta]^* \), we obtain \( x^\xi = 1 \). Similarly, we have \( x^\eta = 1 \).

**Theorem 5.1.1.** For each unramified ideal \( a \subset \mathbb{Z}[\zeta] \), we have

\[
|G(n)_A[a]| = N_{\mathbb{Q}(\zeta)/\mathbb{Q}} a.
\]

**Proof.** If two unramified ideals \( a \) and \( b \) are coprime, we easily see that \( G(n)_A[ab] = G(n)_A[a] \oplus G(n)_A[b] \). Hence we may assume that \( a = p^\ell \), where \( p \) is an unramified prime ideal and \( \ell \in \mathbb{Z} \). Let \( p \in \mathbb{Z} \) be a prime number with \( (p) = \mathbb{Z} \cap p \). There exists \( \theta \in \mathbb{Z}[\zeta] \) such that \( p = (p, \theta) \). Then we have \( p^\ell = (p^\ell, \theta^\ell) \) by the factorization into prime ideals. Let \( f \in \mathbb{Z} \) be the degree of \( p \) i.e. \( f = [\mathbb{Z}[\zeta]/p : \mathbb{Z}/p\mathbb{Z}] \). Therefore, we obtain \( N_{\mathbb{Q}(\zeta)/\mathbb{Q}} p^\ell = p^{f\ell} \).

In the rest of the proof, we see that \( |G(n)_A[p^\ell]| = p^{f\ell} \) by induction on \( \ell \). It suffices to check that the \( p \)-part of \( \mathbb{Z}[\zeta]/\theta^\ell\mathbb{Z}[\zeta] \) is isomorphic to \( (\mathbb{Z}/p^\ell\mathbb{Z})^f \). In the case of \( \ell = 1 \), since \( p \) is lying above \( p \) we have the isomorphisms
\[
(Z[\zeta]/\theta\mathbb{Z}[\zeta])_p \cong \mathbb{Z}[\zeta]/p \\
= \mathbb{F}_{p^f} \\
\cong \bigoplus_{i=1}^f \mathbb{Z}/p^i\mathbb{Z} \quad \text{as } \mathbb{Z}/p\mathbb{Z}-\text{modules,}
\]
where we denote the $p$-part of $\mathbb{Z}[\zeta]/\theta \mathbb{Z}[\zeta]$ by $\left( \mathbb{Z}[\zeta]/\theta \mathbb{Z}[\zeta] \right)_p$. Suppose that our claim is true for $\ell$, namely, we have

\[(\mathbb{Z}[\zeta]/\theta^\ell \mathbb{Z}[\zeta])_p \cong (\mathbb{Z}/p^\ell \mathbb{Z})^f.\]

Note that we have the isomorphism

\[(\mathbb{Z}[\zeta]/\theta^\ell \mathbb{Z}[\zeta])_p \cong \mathbb{Z}[\zeta]/p^\ell\]

in the same way as above. We get the exact sequence

\[0 \rightarrow p^\ell/p^{\ell+1} \rightarrow \mathbb{Z}[\zeta]/p^{\ell+1} \xrightarrow{\pi} \mathbb{Z}[\zeta]/p^\ell \rightarrow 0.\]

Let $x_i = (0, \ldots, 1, \ldots, 0) \in (\mathbb{Z}/p^\ell \mathbb{Z})^f$ for $i = 1, \ldots, f$. Then we have the isomorphism

\[\mathbb{Z}[\zeta]/p^\ell \cong \bigoplus_{i=1}^f (\mathbb{Z}/p^\ell \mathbb{Z})x_i.\]

Let $\xi_i \in \mathbb{Z}[\zeta]/p^{\ell+1}$ satisfying $\pi(\xi_i) = x_i$ for $i = 1, \ldots, f$. Hence we obtain a basis $\{[x_i], \ldots, [x_f]\}$ of $\mathbb{Z}[\zeta]/p \cong \mathbb{F}_{p^f}$, where $[x_i]$'s are the images of $x_i$'s under the isomorphism $(\mathbb{Z}[\zeta]/p^\ell)/(\mathbb{Z}/p^\ell) \rightarrow \mathbb{Z}[\zeta]/p \cong \mathbb{F}_{p^f}$. Since $\mathbb{Z}[\zeta]/p^\ell$ is an Artin local ring, all $x_i$'s are in $(\mathbb{Z}[\zeta]/p^\ell)^*$. Therefore since $x_i = \pi(\xi_i)$, we have $\xi_i \in (\mathbb{Z}[\zeta]/p^{\ell+1})^*$ for any $i = 1, \ldots, f$. We take any $a_1, \ldots, a_f \in \mathbb{Z}$ satisfying $\pi(\sum_{i=1}^f a_i \xi_i) = 0$. Since $x_1, \ldots, x_f$ are generators of $\mathbb{Z}[\zeta]/p^\ell$, $a_1 = \cdots = a_f \in p^\ell \mathbb{Z}$. On the other hand, we have the equivalences

\[a_\xi = 0 \quad \text{in } \mathbb{Z}[\zeta]/p^{\ell+1} \iff v_p(a_\xi) \geq \ell + 1 \iff p^{\ell+1}|a.\]

In fact, the first equivalence is true by the definition of a $p$-exponent. We know that $v_p(a_\xi) = v_p(a) + v_p(\xi)$. Since $a \in \mathbb{Z}$ and $(p) = \mathbb{Z} \cap p$, we have $v_p(a) = v_p(a)$. Since
\( \xi_i \in (\mathbb{Z}[\zeta]/p^{\ell+1})^* \), \( v_p(\xi_i) = 0 \). Therefore we get \( v_p(a\xi_i) = v_p(a) \geq \ell + 1 \) by which we check the last equivalence. Let \( \mathbb{Z}[\zeta]_p \) be the local ring of \( \mathbb{Z}[\zeta] \) at \( p \) and \( t \) a generator of the maximal ideal \( p\mathbb{Z}[\zeta]_p \). Then we have the isomorphisms

\[
\mathbb{Z}[\zeta]/p^{\ell+1} \cong (\mathbb{Z}[\zeta]/p)^\ell \quad \text{as } \mathbb{Z}[\zeta]/p\text{-modules}
\]

\[
\cong \bigoplus_{i=1}^{f} p^\ell(\mathbb{Z}/p^{\ell+1})\xi_i
\]

\[
\cong \bigoplus_{i=1}^{f} \mathbb{F}_p\xi_i \quad \text{as } \mathbb{F}_p\text{-modules}
\]

\[
\cong \mathbb{F}_{p^f}.
\]

Note that \( \sum_{i=1}^{f} (\mathbb{Z}/p^{\ell+1}\mathbb{Z})\xi_i \subset \mathbb{Z}[\zeta]/p^{\ell+1} \). We see that the homomorphism \( \pi \) restricted to \( \sum_{i=1}^{f} (\mathbb{Z}/p^{\ell+1}\mathbb{Z})\xi_i \) is surjective. In fact, we have the isomorphism \( \mathbb{Z}[\zeta]/p^{\ell} \cong (\mathbb{Z}/p^{\ell}\mathbb{Z})x_1 \oplus \cdots \oplus (\mathbb{Z}/p^{\ell}\mathbb{Z})x_f \) as \( \mathbb{Z}/p^{\ell}\mathbb{Z}\)-modules. Let \( a_1x_1 + \cdots + a_fx_f \) be fixed. Since the map \( \mathbb{Z}/p^{\ell+1}\mathbb{Z} \to \mathbb{Z}/p^{\ell}\mathbb{Z} \) is surjective, there is \( \alpha_i \) such that its image is \( a_i \) for each \( i = 1, \ldots f \). Thus \( \pi(\sum_{i=1}^{f} \alpha_i \xi_i) = \sum_{i=1}^{f} a_i x_i \), as desired. Therefore we have a commutative diagram

\[
\begin{array}{cccccc}
0 & \longrightarrow & p^\ell/p^{\ell+1} & \longrightarrow & \mathbb{Z}[\zeta]/p^{\ell+1} & \longrightarrow & \mathbb{Z}[\zeta]/p^\ell & \longrightarrow & 0 \\
& & \downarrow \text{i} & & \uparrow & & \| & & \\
0 & \longrightarrow & \mathbb{F}_{p^f} & \longrightarrow & \sum_{i=1}^{f} (\mathbb{Z}/p^{\ell+1}\mathbb{Z})\xi_i & \longrightarrow & \mathbb{Z}[\zeta]/p^\ell & \longrightarrow & 0
\end{array}
\]

By the snake lemma, we have \( \mathbb{Z}[\zeta]/p^{\ell+1} \cong \sum_{i=1}^{f} (\mathbb{Z}/p^{\ell+1}\mathbb{Z})\xi_i \), which completes the proof.

\[ \blacksquare \]
5.2 The key exact sequence for calculating $G_{a,b}$-torsors

Here we show an exact sequence, which induces the short exact sequence like the Kummer sequence. This will play a key role to consider $G_{a,b}$-torsors in terms of the first cohomology group of $G_{a,b}$ in Section 5.3.

Suppose that $n$ is an integer with $n \geq 2$. Let $p \in \mathbb{Z}$ be a prime number with $n|(p - 1)$ and hence $p \geq 3$. We consider an algebraic number field $\mathbb{Q}(\zeta)/\mathbb{Q}$. Let $\mathfrak{p} \subset \mathbb{Z}[\zeta]$ be one of the prime ideals lying above $p \in \mathbb{Z}$. We know that there exists $\theta \in \mathbb{Z}[\zeta]$ such that $\mathfrak{p} = (p, \theta)$. Then we have the theorem for the key exact sequence:

**Theorem 5.2.1.** For the ideal $\mathfrak{p} = (p, \theta)$ above, we can choose a homomorphism $\psi$ such that the following sequence is exact as sheaves of groups on $(\text{Spec } B)_{\text{flat}}$:

$$1 \longrightarrow \text{Ker } \psi_{\mathfrak{p}} \longrightarrow \mathbb{G}^m_{m,B} \xrightarrow{\psi_{\mathfrak{p}}} \mathbb{G}^m_{m,B} \times \mathbb{G}^m_{m,B} \xrightarrow{\psi} \mathbb{G}^m_{m,B} \times \mathbb{G}^m_{m,B},$$

where we set $\psi_{\mathfrak{p}}(x) = (x^p, x^\theta(I))$ and $\psi(u, v) = (u^\beta v^{-a}, u^\beta' v^{-a'})$.

First, we explain the morphisms $\psi_{\mathfrak{p}}$ and $\psi$ in the theorem above. Recall the definition of a homomorphism $\psi_a$ corresponding to the ideal $a \subset \mathbb{Z}[\zeta]$ in Section 5, 5.1. Then we have the morphism

$$\psi_{\mathfrak{p}}(x) = (x^{pE_m}, x^{\theta(I)}),$$

where $E_m$ is the identity element of $M_m(\mathbb{Z})$, $I$ the representing matrix of $\zeta$ with respect to the standard basis of a $\mathbb{Z}$-module $\mathbb{Z}^m$ and $\theta(I)$ the representing matrix of $\theta$. 
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Now we give the definition of the morphism $\psi$. We have

$$(p) = pp_1 \cdots p_{m-1},$$

$$(\theta) = pq_1^{e_1} \cdots q_r^{e_r}$$

by the factorization into prime ideals with $p_i + q_j = (1)$ for any $i = 1, \ldots, m - 1$ and $j = 1, \ldots, r$. We denote an uniformizing parameter at a prime ideal $q$ by $x_q \in \mathbb{Z}[\zeta]_q$.

By the approximation theorem, there exists $\alpha \in \mathbb{Q}[\zeta]$ such that

$$\begin{cases}
    v_{p_i}(\alpha - x_{p_i}) \geq 2 & (i = 1, \ldots, m - 1) \\
    v_{q_j}(\alpha - 1 + x_{q_j}) \geq e_j + 1 & (j = 1, \ldots, r) \\
    v_q(\alpha) \geq 0 & (q \neq p_i, q_j),
\end{cases}$$

where $v_q$ is a $q$-exponent for each prime ideal $q$. Then we easily see that $\alpha$ belongs to $\mathbb{Z}[\zeta]$ satisfying $\alpha \in p_1 \cdots p_{m-1} = (p)p^{-1}$. There exists an ideal $a$ to be coprime to all $p_i$ and $q_j$ such that $(\alpha) = p_1 \cdots p_{m-1}a$. Moreover for each prime ideal $q_j$, we have the equations

$$\alpha = 1 - x_{q_j}^{e_j} + \text{(terms of higher degree in } x_{q_j}).$$

Then there exists an ideal $b$ to be coprime to all $p_i$ and $q_j$ such that $(1 - \alpha) = q_1^{e_1} \cdots q_r^{e_r}b$. We have the equation

$$(p(1 - \alpha)) = pp_1 \cdots p_{m-1}q_1^{e_1} \cdots q_r^{e_r}b.$$ 

Note that $b$ is coprime to $p$ by $1 - \alpha \in (\theta)p^{-1}$. And we have the equality $(\theta \alpha) = pp_1 \cdots p_{m-1}q_1^{e_1} \cdots q_r^{e_r}a$. Note that the ideal $a$ satisfies that $(p, a) = (b, a) = 1$ by $1 - \alpha \in (\theta)p^{-1}$. Hence we see that $\theta \alpha \in pp_1 \cdots p_{m-1} = (p)$ and $p(1 - \alpha) \in pq_1^{e_1} \cdots q_r^{e_r} = (\theta)$. Then there exists $\beta \in \mathbb{Z}[\zeta]$ such that $\theta \alpha = p\beta$ and $\alpha' \in \mathbb{Z}[\zeta]$ such that $p(1 - \alpha) = \theta \alpha'$. We set $\beta' = 1 - \alpha$. We define a morphism $\psi$ by

$$\psi(u, v) = (u^{\beta'(I)}v^{-\alpha'(I)}, u^{\beta'(I)}v^{-\alpha'(I)}),$$
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where \( \alpha(I), \beta(I), \alpha'(I) \) and \( \beta'(I) \) are the representing matrixes of \( \alpha, \beta, \alpha' \) and \( \beta' \) respectively.

Second, we give a proof of Theorem 5.2.1.

**Proof.** It suffices to show that \( \text{Im} \psi_p = \text{Ker} \psi \). By the definitions of homomorphisms \( \psi_p \) and \( \psi \), we immediately see that \( \text{Im} \psi_p \subset \text{Ker} \psi \). Conversely, for any \( B \)-algebra \( R \), let a local section \( (u, v) \in \text{Ker}[\psi_R : (\mathbb{G}_{m,B}^m \times \mathbb{G}_{m,B}^m)(R) \to \mathbb{G}_{m,B}^m \times \mathbb{G}_{m,B}^m)(R)] \) be fixed. Since \( \mathbb{G}_{m,B} \) is a sheaf of group on the flat topology, we choose \( x \in \mathbb{G}_{m,B}^m \) such that 
\[
x p \theta = u \quad \text{for some suitable flat extension } R' \text{ of } R.
\]
Then we have \( x p \beta v - \alpha = 1 \) and \( x p \beta' v - \alpha' = 1 \). Since \( \theta \alpha = p \beta \) and \( p \beta' = \theta \alpha' \), we get
\[
\begin{cases}
(\frac{v}{x^\theta})^\alpha = 1 \\
(\frac{v}{x^\theta})^\alpha' = 1.
\end{cases}
\]
We set \( \xi = \frac{v}{x^\theta} \). Hence we have \( \xi^\alpha = 1 = \xi^\alpha' \). Since we know that
\[
\begin{cases}
(\alpha) = p_1 \cdots p_{m-1} a \\
(\alpha') = p_1 \cdots p_{m-1} b,
\end{cases}
\]
we have
\[
(\alpha, \alpha') = p_1 \cdots p_{m-1} \supset p p_1 \cdots p_{m-1} = (p).
\]
There exist \( x, y \in \mathbb{Z}[\zeta] \) such that \( p = x \alpha + y \alpha' \). Then we have \( \xi^p = 1 \), since \( \xi^\alpha = \xi^\alpha' = 1 \). We easily see that \( (\theta) + (\alpha) = 1 \). Then there exist \( z, w \in \mathbb{Z}[\zeta] \) such that \( \theta z + \alpha w = 1 \). Hence we get \( \xi = \xi^{\theta z + \alpha w} = \xi^{\theta z} \). Therefore, we have equations
\[
\begin{cases}
u = x^p = (\xi^z x)^p \\
v = \xi x^\theta = (\xi^z x)^\theta.
\end{cases}
\]
This completes the proof. \( \square \)
5.3 On the general $G_{a,b}$-torsors

In this section, we provide the description of $G_{a,b}$-torsors in terms of elements in the first cohomology group of $G(n)_A$ in the case of non-principal ideals.

Let $p \in \mathbb{Z}$ be a prime number with $p \geq 3$. We let $n = p - 1$. Let $\mathfrak{p} \subset \mathbb{Z}[\zeta]$ be an ideal lying above $p$. We assume that $A$ is a local ring. Now we describe the $G_{a,b}$-torsors in the general case. In this section, we do not assume that the ideal $\mathfrak{p}$ is principal. Suppose that $B = A[u]$, where $u$ is an $n$-th root of a non-zero divisor $b \in A$. By Theorem 5.2.1, we have the exact sequence

$$1 \to \mu_{\mathfrak{p},B} \to \mathbb{G}^m_{m,B} \xrightarrow{\psi_p} \text{Ker}(\psi : \mathbb{G}^m_{m,B} \times \mathbb{G}^m_{m,B} \to \mathbb{G}^m_{m,B} \times \mathbb{G}^m_{m,B}) \to 1.$$ (5.1)

We will give the defining equations of $\text{Ker} \psi$ explicitly in Appendix A.2.

The Galois descent for the exact sequence (5.1) yields an exact sequence

$$1 \to G_{a,b} \to G(n)_A \xrightarrow{\psi_p} \overline{\text{Ker} \psi} \to 1,$$

where $\overline{\text{Ker} \psi}$ is the Galois descent of $\text{Ker} \psi$ to $A$. We call the exact sequence above the Kummer sequence for cyclotomic twisted tori in the general case. Then we have a long exact sequence as cohomology groups on $X_{fl} = (\text{Spec}A)_{flat}$

$$0 \to H^0_\mathbb{A}(X, G_{a,b}) \to H^0_\mathbb{A}(X, G(n)_A) \xrightarrow{H^0(\psi_p)} H^0_\mathbb{A}(X, \overline{\text{Ker} \psi}) \xrightarrow{\partial^0} H^1_\mathbb{A}(X, G_{a,b}) \to H^1_\mathbb{A}(X, G(n)_A) \xrightarrow{H^1(\psi_p)} H^1_\mathbb{A}(X, \overline{\text{Ker} \psi}) \xrightarrow{\partial^1} \cdots.$$ 

We have the noncanonical isomorphism

$$H^1_\mathbb{A}(X, G_{a,b}) \cong \text{Coker} \left[ H^0_\mathbb{A}(X, G(n)_A) \xrightarrow{H^0(\psi_p)} H^0_\mathbb{A}(X, \overline{\text{Ker} \psi}) \right] \times \text{Ker} \left[ H^1_\mathbb{A}(X, G(n)_A) \xrightarrow{H^1(\psi_p)} H^1_\mathbb{A}(X, \overline{\text{Ker} \psi}) \right].$$
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The explicit correspondence on the isomorphism above is obtained as follows: for any 
\[ \overline{\gamma} \in \text{Coker} \left[ H^0_n(X, \mathbb{G}(n)_A) \xrightarrow{\text{H}^0(\psi_p)} H^0_n(X, \text{Ker } \psi) \right] \]
and any 
\[ s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \in \text{Ker} \left[ H^1_n(X, \mathbb{G}(n)_A) \xrightarrow{\text{H}^1(\psi_p)} H^1_n(X, \text{Ker } \psi) \right] \]
(see Section 4), we have the commutative diagram
\[ \begin{array}{ccc}
\rho^{-1}(\{1\} \times X) & \longrightarrow & s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \\
\downarrow & & \downarrow \\
X & \longrightarrow & \psi_p s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \\
\end{array} \]
Note that \( \psi_p s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \cong \text{Ker } \psi \times X \) and \( \iota_*(\rho^{-1}(\{1\} \times X)) \cong s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \)
(cf. See [16] for details). Furthermore \( G_{a,b}, \mathbb{G}(n)_A \) and \( \text{Ker } \psi \) act on \( \rho^{-1}(\{1\} \times X) \), \( s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \) and \( \psi_p s^*(\text{Res}_{B/A} \mathbb{G}_{m,B}) \) respectively. Then we have
\[ \partial^0 g + \rho^{-1}(\{1\} \times X) \in H^1_n(X, G_{a,b}), \]
where the operation “+” is on \( H^1_n(X, G_{a,b}) \).

The discussion above can be generalized to the case of \( n | (p-1) \). In other words, we have torsors for \( \text{Ker } \psi_p \).


Appendix A

A.1 On the cyclotomic polynomial

In this section, we prove that for each positive integer \( n \) the cyclotomic polynomial \( \Phi_n(X) \) can be written down as a linear combination of \( F_i(X) \) over \( \mathbb{Z}[X] \). There are two key facts in our proof. The first one is the well-known fact that \( \mathcal{O} \cap \mathbb{Q} = \mathbb{Z} \), where \( \mathcal{O} \) is the set of algebraic integers. The second one is Newton’s interpolation formula. We summarize these things as the following three lemmas to prove our main result.

**Lemma 12.** Suppose that \( \alpha_0, \ldots, \alpha_n \in \mathcal{O} \). Let \( f(X) = a_0 + a_1(X - \alpha_0) + a_2(X - \alpha_0)(X - \alpha_1) + \cdots + a_n(X - \alpha_0)(X - \alpha_1)(X - \alpha_2) \cdots (X - \alpha_{n-1}) \) and \( b_i \) the coefficients of \( X^i \) of \( f(X) \) for each \( i = 0, 1, \ldots, n \). Then all \( a_i \) belong to the set of algebraic integers \( \mathcal{O} \) if and only if all \( b_i \) belong to the set of algebraic integers \( \mathcal{O} \).

**Proof.** Assume that \( b_0, \ldots, b_n \) belong to \( \mathcal{O} \). Dividing \( f(X) \) by \( X - \alpha_0 \) we have

\[
f(X) = \{a_1 + a_2(X - \alpha_1) + a_3(X - \alpha_1)(X - \alpha_2) + \cdots + a_n(X - \alpha_1)(X - \alpha_2) \cdots (X - \alpha_{n-1})\}(X - \alpha_0) + a_0.
\]

Thus \( a_0 \) is represented by \( b_i \)’s and \( \alpha_i \)’s, so \( a_0 \) is in \( \mathcal{O} \). Moreover the quotient \( a_1 + a_2(X - \alpha_1) + a_3(X - \alpha_1)(X - \alpha_2) + \cdots + a_n(X - \alpha_1)(X - \alpha_2) \cdots (X - \alpha_{n-1}) \) belongs to \( \mathcal{O}[X] \).
Continuing such process, we can easily prove that \( a_i \in \mathcal{O} \). Conversely if all \( b_i \) are \( \mathcal{O} \) then all \( a_i \) are \( \mathcal{O} \) clearly.

Now we briefly review Newton’s interpolation formula. For details, one can refer to B. L. van der Waerden [19]. Given \( n+1 \) distinct elements \( \alpha_0, \ldots, \alpha_n \) and \( n+1 \) elements \( \beta_0, \ldots, \beta_n \) belonging to some field, we can construct the unique polynomial \( f \) of degree at most \( n \) such that \( f(\alpha_i) = \beta_i \) for \( i = 0, \ldots, n \). Let \( f(X) = a_0 + a_1(X - \alpha_0) + a_2(X - \alpha_0)(X - \alpha_1) + \cdots + a_n(X - \alpha_0) \cdots (X - \alpha_{n-1}) \). We set \( f_1(X_0) = f(X_0) \).

For each \( k > 0 \), we define a polynomial \( f_{k+1}(X_k, \ldots, X_0) \) inductively by

\[
f_{k+1}(X_k, \ldots, X_0) := \frac{f_k(X_k, \ldots, X_1) - f_{k-1}(X_{k-1}, \ldots, X_0)}{X_k - X_0}.
\]

Then \( a_0, \ldots, a_n \) are determined by

\[
a_k = f_{k+1}(\alpha_k, \ldots, \alpha_0)
\]

for \( k = 0, \ldots, n \). We call the right side of the above equation the \( k \)-th difference quotient. Note that the \( k \)-th difference quotient is independent of the order of \( \alpha_0, \ldots, \alpha_k \).

The following lemma plays an important role to prove Proposition 15.

**Lemma 13.** Let \( n+1 \) distinct elements \( \xi_0, \xi_1, \ldots, \xi_n \in \mathcal{O} \) and \( A(X) \) be a polynomial of degree \( n \) with the form: \( A(X) = a_0 + a_1(X - \xi_0) + a_2(X - \xi_0)(X - \xi_1) + \cdots + a_n(X - \xi_0) \cdots (X - \xi_{n-1}) \). If there exists \( G_1(X) \in \mathcal{O}[X] \) such that \( G_1(\xi_i) = A(\xi_i) \) for all \( i = 0, 1, \ldots, n \), then the \( k \)-th difference quotient \( A_{k+1}(\xi_k, \xi_{k-1}, \ldots, \xi_0)(= a_k) \in \mathcal{O} \) for all \( i = 0, 1, \ldots, n \).

**Proof.** We are going to give a proof by induction on \( i = 1, 2, \ldots, n \). By Newton’s interpolation formula, We have

\[
A_2(\xi_i, \xi_{i-1}) = \frac{A(\xi_i) - A(\xi_{i-1})}{\xi_i - \xi_{i-1}} = \frac{G_1(\xi_i) - G_1(\xi_{i-1})}{\xi_i - \xi_{i-1}}
\]
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Lemma 14. Let $f(X)$ and $g(X)$ be polynomials with coefficients in $\mathbb{Q}$. We denote by $d(X)$ the greatest common divisor of $f(X)$ and $g(X)$. By the extended Euclidian

for $i = 1, \ldots, n$. Replacing $\xi_j$ with $\xi_{j-1}$, the numerator of $A_2(\xi_j, \xi_{j-1})$ equals to 0. Thus $G_1(\xi_j) - G_1(\xi_{j-1})$ has the factor $\xi_j - \xi_{j-1}$ for all $j = 1, 2, \ldots, n$, so we can write $A_2(\xi_j, \xi_{j-1})$ as a polynomial in $\xi_j$ and $\xi_{j-1}$ for all $j = 1, 2, \ldots, n$. It is that for all $j = 1, 2, \ldots, n$, there exists a polynomial $G_2(X_1, X_0)$ such that $G_2(\xi_j, \xi_{j-1}) = A_2(\xi_j, \xi_{j-1})$. In particular, the first difference quotient $A_2(\xi_1, \xi_0) \in \mathcal{O}$. Suppose that we have verified our claim for $k - 1$, that is, we suppose there exists $G_k(X_{k-1}, X_{k-2}, \ldots, X_0)$ such that $G_k(\xi_{k+j-1}, \xi_{k+j-2}, \ldots, \xi_j) = A_k(\xi_{k+j-1}, \xi_{k+j-2}, \ldots, \xi_j)$ for all $j = 0, 1, \ldots, n - k + 1$. By Newton’s interpolation formula, we obtain

$$A_{k+1}(\xi_{k+i+1}, \xi_{k+i}, \ldots, \xi_i)$$

$$= \frac{A_k(\xi_{k+i}, \xi_{k+i-1}, \ldots, \xi_i+1) - A_k(\xi_{k+i-1}, \xi_{k+i-2}, \ldots, \xi_i)}{\xi_{k+i} - \xi_i}$$

$$= \frac{G_k(\xi_{k+i}, \xi_{k+i-1}, \ldots, \xi_i+1) - G_k(\xi_{k+i-1}, \xi_{k+i-2}, \ldots, \xi_i)}{\xi_{k+i} - \xi_i}$$

for $i = 0, 1, \ldots, n - k$. Replacing $\xi_{k+j-1}$ with $\xi_{j-1}$, the numerator of $A_{k+1}(\xi_{k+j-1}, \xi_{k+j-2}, \ldots, \xi_{j-1})$ equals to 0. Thus

$$G_k(\xi_{k+j-1}, \xi_{k+j-2}, \ldots, \xi_j) - G_k(\xi_{k+j-2}, \xi_{k+j-3}, \ldots, \xi_{j-1})$$

has the factor $\xi_{k+j-1} - \xi_{j-1}$ for all $j = 1, 2, \ldots, n - k + 1$, so we can write $A_{k+1}(\xi_{k+j-1}, \xi_{k+j-2}, \ldots, \xi_{j-1})$ as a polynomial in $\xi_{k+j-1}, \ldots, \xi_j$ and $\xi_{j-1}$ for all $j = 1, 2, \ldots, n - k + 1$. We easily see that for all $j = 1, 2, \ldots, n - k + 1$ there exists a polynomial $G_{k+1}(X_k, X_{k-1}, \ldots, X_0)$ such that $G_{k+1}(\xi_{k+j}, \xi_{k+j-1}, \ldots, \xi_j) = A_{k+1}(\xi_{k+j}, \xi_{k+j-1}, \ldots, \xi_j)$. In particular the $k$-th difference quotient $A_{k+1}(\xi_k, \xi_{k-1}, \ldots, \xi_0) \in \mathcal{O}$, which completes the proof.

\[\square\]
algorithm, there exist polynomials \( A(X) \) and \( B(X) \) such that \( d(X) = A(X)f(X) + B(X)g(X) \). Then we have the following inequalities

\[
\deg A(X) < \deg g(X) - \deg d(X),
\]

\[
\deg B(X) < \deg f(X) - \deg d(X).
\]

**Proof.** Since the proof is straightforward, we omit it.

Let \( n \) be a positive integer, \( n = p_1^{e_1}p_2^{e_2}\cdots p_r^{e_r} \) with distinct primes \( p_1, p_2, \ldots, p_r \) and positive integers \( e_1, e_2, \ldots, e_r \), and \( n_i = \frac{n}{p_i} \) for each \( i = 1, 2, \ldots, r \). Set \( F_i(X) = \frac{X^{n_i} - 1}{X^{n_i} - 1} \) for each \( i = 1, 2, \ldots, r \). In the last section, we know that for all \( n \), the cyclotomic polynomial \( \Phi_n(X) \) is a \( \mathbb{Q}[X] \)-linear combination of \( F_i(X) \)'s.

**Proposition 15.** Notations are as above. For each \( n \), the cyclotomic polynomial \( \Phi_n(X) \) is a \( \mathbb{Z}[X] \)-linear combination of \( F_i(X) \)'s.

**Proof.** Let \( \zeta_n \) be a primitive \( n \)-th root of unity. For simplicity, we denote \( \zeta_n \) by \( \zeta \).

Then we can write down

\[
F_i(X) = \frac{\prod_{a \in \mathbb{Z}/n_1\mathbb{Z}} (X - \zeta^a)}{\prod_{b \in \mathbb{Z}/n_2\mathbb{Z}} (X - \zeta^{p_i b})}
\]

for each \( i = 1, 2, \ldots, n \). We denote by \( F_{k!}(X) \) the greatest common divisor of \( F_1(X), \ldots, F_{k-1}(X) \) and \( F_k(X) \), that is, \((F_1(X), F_2(X), \ldots, F_k(X)) = F_{k!}(X)\).

If \( k = r \), then \( F_{r!}(X) \) is equal to \( \Phi_n(X) \).

We are going to give a proof by induction on \( k \). If \( k = 2 \), we have that

\[
F_{2!}(X) = \frac{(X^n - 1)(X^{n_{12}} - 1)}{(X^{n_1} - 1)(X^{n_2} - 1)},
\]

where we set \( n_{12} = \frac{n}{p_1p_2} \). By the extended Euclidian algorithm and Lemma 14, there exist \( A_2(X) \) and \( B_2(X) \) belonging to \( \mathbb{Q}[X] \) such that

\[
A_2(X)F_1(X) + B_2(X)F_2(X) = F_{2!}(X),
\]  
(A.1)

\[
\deg A_2(X) < \deg F_2(X) - \deg F_{2!}(X) = n_1 - n_{12} \text{ and } \deg B_2(X) < \deg F_1(X) - \deg F_{2!}(X).
\]

Note that \( A_2(X) \) belongs to \( \mathbb{Z}[X] \) if and only if \( B_2(X) \) belongs to \( \mathbb{Z}[X] \),
and so to give a proof we have only to verify just that the coefficients of $A_2(X)$ are in $\mathbb{Z}$. We substitute $\zeta^{pib}$ to $X$ of (A.1), where $b$ is in $\mathbb{Z}/n_1\mathbb{Z}$ and it is coprime to $p_2$ and so the number of $b$'s is $n_1 - n_{12}$. Then we have

$$A_2(\zeta^{pib}) = \frac{\zeta^{pibn_{12}} - 1}{\zeta^{pibn_2} - 1}.$$  

We denote the primitive $p_i$-th root of unity by $\zeta_{p_i}$, that is $\zeta_{p_i} = \zeta^{n_{i}}$. Then we have

$$A_2(\zeta^{pib}) = \frac{\zeta^{b} - 1}{\zeta^{pib} - 1} = \frac{\zeta^{pib} - 1}{\zeta^{pib} - 1} = \zeta^{pibn_{12}(p_1' - 1)} + \zeta^{pibn_{2}(p_1' - 2)} + \cdots + 1 \in \mathcal{O},$$

since there exists $p_1'$ such that $p_1'p_1 \equiv 1 \pmod{p_2}$. We recall that the number of $A_2(\zeta^{p_{2i}})$'s is greater than the degree of $A_2(X)$. Therefore by Newton’s interpolation formula, we uniquely determine the coefficients of $A_2(X)$. Since all $A_2(\zeta^{pib})$ are polynomials in $\zeta^{pib}$ respectively we prove that the coefficients of $A_2(X)$ are in $\mathcal{O}$ by Lemma 13. Next suppose that we have verified our claim for every $i \leq k - 1$. By the extended Euclidian algorithm, there exist $A_k(X)$ and $B_k(X)$ belonging to $\mathbb{Q}[X]$ such that

$$A_k(X)F_k(X) + B_k(X)F_{(k-1)!}(X) = F_{k!}(X), \quad (A.2)$$

$$\deg A_k(X) < \deg F_{(k-1)!}(X) - \deg F_{k!}(X)$$

$$\quad = \phi(p_1^{e_1} \cdots p_{k-1}^{e_{k-1}})p_k^{e_k-1}p_{k+1}^{e_{k+2}} \cdots p_r^{e_{r+1}}$$

and $\deg B_k(X) < \deg F_k(X) - \deg F_{k!}(X)$, where $\phi$ is the Euler function. Note that $A_k(X)$ belongs to $\mathbb{Z}[X]$ if and only if $B_k(X)$ belongs to $\mathbb{Z}[X]$, and so to give a proof we have only to verify just that the coefficients of $A_k(X)$ are in $\mathbb{Z}$. We substitute $\zeta^{pib}$
to \(X\) of (A.2), where \(b\) is in \(\mathbb{Z}/n_k\mathbb{Z}\) and it is coprime to \(p_1 \cdots p_{k-1}\) and so the number of \(b\)'s is \(\phi(p_1^{e_1} \cdots p_{k-1}^{e_{k-1}} p_k^{e_k} p_{k+1} \cdots p_r)\). Then we have the following equation

\[ A_k(\zeta^{bp_k})p_k = F_{k!}(\zeta^{bp_k}). \]

We set \(n_{i_1 i_2 \cdots i_s} = \frac{n}{p_{i_1} p_{i_2} \cdots p_{i_s}}\). Since we describe

\[ F_{k!}(X) = (X^n - 1) \prod_{i=1, \ldots, k} (X^{n_{i_1 \cdots i_s}} - 1)^{-1} \prod_{i < j} (X^{n_{i_1 \cdots i_s j}} - 1) \cdots \prod_{i_1 < \cdots < i_{k-1}} (X^{n_{i_1 \cdots i_{k-1}}}(X^{n_{i_1 \cdots i_{k-1}}} - 1)^{-1}(X^{n_{i_1 \cdots i_{k-1}}} - 1)^{-1}, \]

we consider the values of \(\frac{X^n - 1}{X^{n_{i_1 \cdots i_s}} - 1} \frac{X^{n_{i_1 \cdots i_s}} - 1}{X^{n_{i_1 \cdots i_{k-1}}}} - 1\), where \(s\) is even and \(t\) is odd. Since \(F_k(X) = \frac{X^n - 1}{X^{n_{i_1 \cdots i_s}} - 1} = X^{n_k(p_k - 1)} + X^{n_k(p_k - 2)} + \cdots + 1\), for \(\frac{X^n - 1}{X^{n_{i_1 \cdots i_s}} - 1}\)

we get \(F_k(\zeta^{bp_k}) = p_k\). The values of \(\frac{X^{n_{i_1 \cdots i_s}} - 1}{X^{n_{i_1 \cdots i_k}} - 1} \frac{X^{n_{i_1 \cdots i_k}} - 1}{X^{n_{i_1 \cdots i_{k-1}}} - 1}\) substituting \(\zeta^{bp_k}\)

to \(X\) are represented by the polynomials on \(\zeta^{bp_k}\) respectively as follows

\[ \frac{(\zeta^{bp_k})^{n_{i_1 \cdots i_s}} - 1}{(\zeta^{bp_k})^{n_{i_1 \cdots i_k}} - 1} = \frac{(\zeta^{bp_k})^{n_{i_1 \cdots i_k}} - 1}{(\zeta^{bp_k})^{n_{i_1 \cdots i_{k-1}}} - 1} = (\zeta^{bp_k})^{n_{i_1 \cdots i_k}(p_k - 1)} + (\zeta^{bp_k})^{n_{i_1 \cdots i_k}(p_k - 2)} + \cdots + 1 \]

and

\[ \frac{(\zeta^{bp_k})^{n_{i_1 \cdots i_k}} - 1}{(\zeta^{bp_k})^{n_{i_1 \cdots i_{k-1}}} - 1} = \frac{\zeta^{bp_k} - 1}{\zeta^{bp_k} - 1} \frac{\zeta^{bp_k} - 1}{\zeta^{bp_k} - 1} = (\zeta^{bp_k})^{n_{i_1 \cdots i_k}(p_k' - 1)} + (\zeta^{bp_k})^{n_{i_1 \cdots i_k}(p_k' - 2)} + \cdots + 1 \]

since there exists \(p_k'\) such that \(p_k p_k' \equiv 1 \mod p_i \cdots p_j\). Thus we obtain \(A_k(\zeta^{bp_k})\) represented by the polynomial of \(\zeta^{bp_k}\) and so it is in \(O\). Therefore we can verify that the coefficients of \(A_k(X)\) belong to \(\mathbb{Z}\) by Lemma 13, which completes the proof. \(\square\)
A.2 Defining equations of some subgroup scheme

of $\mathbb{G}_{m,B}^m \times \mathbb{G}_{m,B}^m$

In this section, we give the explicit defining equations of the subgroup scheme $\text{Ker } \psi \subset \mathbb{G}_{m,B}^m \times \mathbb{G}_{m,B}^m$. We recall that $\psi : \mathbb{G}_{m,B}^m \times \mathbb{G}_{m,B}^m \rightarrow \mathbb{G}_{m,B}^m \times \mathbb{G}_{m,B}^m$; $(u, v) \mapsto (u^\beta v^{-\alpha}, u^\beta' v^{-\alpha'})$ (see Section 5.3).

Since $\alpha, \beta, \alpha', \beta'$ are in $\mathbb{Z}[\zeta]$, we set

$$\alpha = \alpha(\zeta) := a_{m-1}\zeta^{m-1} + a_{m-2}\zeta^{m-2} + \cdots + a_1\zeta + a_0$$

$$\beta = \beta(\zeta) := b_{m-1}\zeta^{m-1} + b_{m-2}\zeta^{m-2} + \cdots + b_1\zeta + b_0$$

and $\alpha', \beta'$ replacing $a_j$’s, $b_j$’s for $a_j'$’s, $b_j'$’s respectively. Let $\Phi_n(X) = X^m + p_{m-1}X^{m-1} + \cdots + p_1X + p_0$ be the cyclotomic polynomial, satisfied by $\zeta$. The matrix $I$ representing of $\zeta$ forms

$$\begin{pmatrix} 0 & \cdots & 0 & -p_{m-1} \\ 1 & \ddots & \vdots & -p_{m-2} \\ \vdots & \ddots & 0 & \vdots \\ 1 & & & -p_0 \end{pmatrix}$$

with respect to the standard $\mathbb{Z}$-basis of $\mathbb{Z}^m$. (See Section 3.) For $k \in \mathbb{Z}$, we denote by $i_k$ the last column of $I^k \in \text{GL}_m(\mathbb{Z})$ and for $j = 1, 2, \ldots, m$, by $i^j_k$ the $j$-th entry of $i_k$. We know that $i^j_k = -p_{m-j}$ for each $j = 0, \ldots, m - 1$ and $i^1_k = \begin{pmatrix} -p_{m-1} \\ -p_{m-2} \\ \vdots \\ -p_0 \end{pmatrix}$. We
set \( e_j = \begin{pmatrix} 0 \\ \vdots \\ 1 \\ \vdots \\ 0 \end{pmatrix} \) of which the \( j \)-th entry is one but the others are zero. Then we have

\[
I = (e_2 \ e_3 \cdots \ e_m \ \mathbf{i}_1).
\]

By straightforward calculating \( I^k = I^{k-1}I \), we have

\[
i_j^k = \begin{cases} 
\sum_{l=1}^{k-1} i_l^j \cdot i_1^{k-1-l} & m - k + 1 \leq j \leq m - 1 \\
i_1^{j+k-1} + \sum_{l=1}^{k-1} i_l^j \cdot i_1^{k-1-l} & 1 \leq j \leq m - k.
\end{cases}
\]

Or by straightforward calculating \( I^k = II^{k-1} \), we have

\[
i_k^j = \begin{cases} 
i_1^{m-1} \cdot i_{k-1}^0 & j = m - 1 \\
i_{k-1}^{j+1} + i_1^j \cdot i_{k-1}^0 & 1 \leq j \leq m - 2.
\end{cases}
\]

Note that these recurrent formulas are equal to each others. Thus we have \( I^k = \left( e_{k+1} \ e_{k+2} \cdots \ e_m \ \mathbf{i}_1 \ \mathbf{i}_2 \cdots \ \mathbf{i}_k \right) \) for each \( k = 1, \ldots, m - 1 \). So we obtain the matrix \( \alpha(I) \) corresponding to \( \alpha(\zeta) \) as follows,

\[
\alpha(I) = \left( \sum_{l=0}^{m-1} a_l e_{l+1} + a_{m-1} \mathbf{i}_1 + \sum_{l=2}^{m} a_{l-2} e_l \cdots \sum_{l=1}^{m-1} a_{l} \mathbf{i}_l + a_0 e_m \right)
\]

in which the \( k \)-th column is \( \sum_{l=1}^{k-1} a_{m-k+l} \mathbf{i}_l + \sum_{l=k}^{m} a_{l-k} e_l \) for \( k = 2, \ldots, m \). We see
that the first column and the $k$-th column are respectively
\[
\begin{pmatrix}
a_0 \\
a_1 \\
\vdots \\
a_{m-1}
\end{pmatrix}
\begin{pmatrix}
\sum_{l=1}^{k-1} a_{m-l} \cdot i_{k-l}^{m-1} \\
\vdots \\
\sum_{l=1}^{k-1} a_{m-l} \cdot i_{k-l}^{m-k+1} + a_0 \\
\vdots \\
\sum_{l=1}^{k-1} a_{m-l} \cdot i_{k-l}^0 + a_{m-k}
\end{pmatrix}
\]

And we obtain the matrices corresponding the others by substituting $a_j$'s for the coefficients of them. Fix any $(u, v) \in (\text{Ker } \psi)(R)$ for $A$-algebra $R$. We have
\[
\begin{align*}
\begin{cases}
v^\alpha(I) = u^\beta(I), \\
v^{\alpha'}(I) = u^{\beta'}(I).
\end{cases}
\end{align*}
\]
We set $u = (u_1, u_2, \ldots, u_m)$ and $v = (v_1, v_2, \ldots, v_m)$. Comparing the two sides of
\[ \mathbf{v}^{a(l)} = \mathbf{u}^{\beta(l)} \], we have the equations

\[
\begin{align*}
\prod_{j=1}^{m} v_{j}^{a_j - 1} & = \prod_{j=1}^{m} u_{j}^{b_j - 1} \\
v_{1}^{a_m - 1} \prod_{j=2}^{m} v_{j}^{a_{m-1}^{m-j} + a_{j-2}} & = u_{1}^{b_{m-1} - 1} \prod_{j=2}^{m} u_{j}^{b_{m-1}^{m-j} + b_{j-2}} \\
& \vdots \\
\prod_{j=1}^{k-1} v_{j}^{\sum_{l=1}^{k-1} a_{m-l}^{m-j}} \prod_{j=k}^{m} v_{j}^{\sum_{l=1}^{k-1} a_{m-l}^{m-j} + a_{j-k}} & = \prod_{j=1}^{k-1} u_{j}^{\sum_{l=1}^{k-1} b_{m-l}^{m-j}} \prod_{j=k}^{m} u_{j}^{\sum_{l=1}^{k-1} b_{m-l}^{m-j} + b_{j-k}} \\
& \vdots \\
\left( \prod_{j=1}^{m} v_{j}^{\sum_{l=1}^{m} a_{m-l}^{m-j}} \right) & = \left( \prod_{j=1}^{m} u_{j}^{\sum_{l=1}^{m} b_{m-l}^{m-j}} \right) \\
& \quad \left( \prod_{j=1}^{m} \right) \prod_{l=1}^{m} a_{m-l}^{m-j} + a_{0} \\
& \quad \left( \prod_{j=1}^{m} \right) \prod_{l=1}^{m} b_{m-l}^{m-j} + b_{0}.
\end{align*}
\]

Similarly, from \( \mathbf{v}^{a'(l)} = \mathbf{u}^{\beta'(l)} \) we have the equations of \( u_j \)'s and \( v_j \)'s by substituting \( a_j \)'s and \( b_j \)'s for \( a'_j \)'s and \( b'_j \)'s respectively. We set

\[ f_1(X_1, \ldots, X_m, Y_1, \ldots, Y_m) = \prod_{j=1}^{m} Y_{j}^{a_j - 1} - \prod_{j=1}^{m} X_{j}^{b_j - 1}, \]

and

\[
\begin{align*}
f_k(X_1, \ldots, X_m, Y_1, \ldots, Y_m) & = \prod_{j=1}^{k-1} Y_{j}^{\sum_{l=1}^{k-1} a_{m-l}^{m-j}} \prod_{j=k}^{m} Y_{j}^{\sum_{l=1}^{k-1} a_{m-l}^{m-j} + a_{j-k}} \\
& \quad - \prod_{j=1}^{k-1} X_{j}^{\sum_{l=1}^{k-1} b_{m-l}^{m-j}} \prod_{j=k}^{m} X_{j}^{\sum_{l=1}^{k-1} b_{m-l}^{m-j} + b_{j-k}}
\end{align*}
\]

for each \( k = 2, \ldots, m \), and substituting \( a_j \)'s and \( b_j \)'s for \( a'_j \)'s and \( b'_j \)'s respectively gives the definitions of \( f_1(X_1, \ldots, X_m, Y_1, \ldots, Y_m) \) and \( f_k(X_1, \ldots, X_m, Y_1, \ldots, Y_m) \) for
each $k = 2, \ldots, m$. Then we have the equalities

$$(\text{Ker } \psi)(R) = \left\{ (u, v) \in \mathbb{G}_{m,B}^m(R) \times \mathbb{G}_{m,B}^m(R) \mid v^\alpha = u^\beta, v^\alpha' = u^\beta' \right\}$$

$$= \left\{ (u, v) \in \mathbb{G}_{m,B}^m(R) \times \mathbb{G}_{m,B}^m(R) \mid 0 = f_j(u, v) = f'_j(u, v) \forall j \right\}$$

$$\cong \text{Hom}_{B\text{-alg}} \left( B \left[ X_1, \ldots, X_m, Y_1, \ldots, Y_m, \frac{1}{\prod_{j=1}^m X_j Y_j} \right] / F, R \right),$$

where the ideal $F$ is generated by $f_j(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$ for $j = 1, 2, \ldots, m$. Thus the defining equations of Ker $\psi$ are $f_1(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$, $f_k(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$’s, $f'_1(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$ and $f'_k(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$’s, namely,

$$\text{Ker } \psi = \text{Spec} \left( B \left[ X_1, \ldots, X_m, Y_1, \ldots, Y_m, \frac{1}{\prod_{j=1}^m X_j}, \frac{1}{\prod_{j=1}^m Y_j} \right] / F \right),$$

where $F$ is the ideal generated by $f_1(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$, $f_k(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$’s, $f'_1(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$ and $f'_k(X_1, \ldots, X_m, Y_1, \ldots, Y_m)$’s.